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Abstract—Rotation-based quantization techniques have
emerged as effective methods for compressing Large Language
Models by mitigating the impact of activation outliers. However,
existing approaches face significant challenges: random rotation
methods like QuaRot exhibit substantial performance variability
across different random seeds, while learned rotation methods
like SpinQuant require hundreds of calibration samples,
increasing the training cost. To address these limitations, we
propose OneRot, a novel one-shot rotation-based quantization
technique that achieves stable performance with only a single
calibration sample. OneRot introduces random perturbations to
layer activations during training, which amplify gradients and
enable effective rotation matrix learning in a single attempt while
simulating diverse activation distributions. Experimental results
on Llama-2 7B, Llama-3.2 3B, and Llama-3.2 1B models with
4-bit quantization demonstrate that OneRot reduces perplexity
by 0.25, 2.88, and 21.48, respectively, compared to QuaRot, and
reduces standard deviation by 0.01, 0.24, and 1.41, respectively,
while achieving comparable performance to SpinQuant using
800 times fewer samples. OneRot provides a practical solution
for efficient LLM deployment by combining the stability of
learned rotations with the computational efficiency of random
approaches.

Index Terms—Deep learning, Model compression, LLM, Quan-
tization, Rotation-based quantization.

I. INTRODUCTION

Recently, with the emergence of diverse applications utiliz-
ing Large Language Models (LLMs), the efficient deployment
and operation of LLMs has become a crucial research topic.
In particular, LLMs contain a vast number of parameters,
resulting in extremely large model sizes and computational
requirements. Among various approaches to address this chal-
lenge, quantization techniques have gained significant atten-
tion, and numerous studies have demonstrated that they can
substantially reduce model size and computational cost while
minimizing performance degradation of LLMs.

Among these approaches, rotation-based quantization,
which applies rotation transformations to model weights and
input activations to reduce quantization error, has recently
emerged as an important technique for LLM compression and
has shown outstanding performance [1]–[3]. Through rotation,
the distribution of tensors can be improved to minimize the

This work was supported by the National Research Foundation of Ko-
rea(NRF) grant funded by the Korea government(MSIT) (RS-2024-00409492)

impact of outliers that adversely affect quantization distribu-
tions, effectively reducing quantization error.

However, existing rotation-based quantization methods have
the following limitations: 1) QuaRot [1], a random rotation
technique, exhibits significant performance variability even
with identical models and hyperparameters due to its inherent
randomness. This performance variability can lead to un-
predictable results in practical applications, hindering stable
model deployment. 2) SpinQuant [2], which learns rotation
matrices, requires hundreds of calibration samples for training,
resulting in additional training costs.

Therefore, in this paper, we propose OneRot, a novel one-
shot training method that overcomes the two aforementioned
limitations of rotation-based quantization. OneRot adds ran-
dom perturbations to input activations during training to make
rotation matrix learning effective even with a single training
sample. These perturbations amplify gradients, thereby mini-
mizing performance variability across different hyperparam-
eter settings and ensuring consistent performance of quan-
tized models. Furthermore, since OneRot uses only a single
sample, it can significantly reduce training cost compared
to SpinQuant. To validate the effectiveness of the proposed
method, we conducted experiments on various LLMs, and the
results confirm that the proposed one-shot training method
significantly reduces performance variability in rotation-based
quantization and improves overall model performance. The
main contributions of OneRot are summarized as follows:

• OneRot proposes a novel one-shot training method that
learns rotation matrices using only a single training
sample.

• OneRot adds random perturbations to input activations
during training, making rotation matrix learning effective
even with a single sample.

• Through experiments on various LLMs, we confirm
that OneRot significantly reduces performance variability
in rotation-based quantization and improves the overall
model performance.

II. BACKGROUND AND RELATED WORKS

Activation quantization determines quantization parameters
using the distribution of a calibration dataset, where one
of the critical factors affecting quantization performance is



the presence of outliers. Outliers refer to activation values
with significantly larger magnitudes compared to other values,
which can distort the quantization range, increase quantization
error, and lead to model performance degradation. In partic-
ular, for Large Language Models (LLMs), outliers frequently
occur in layer activations, negatively impacting quantization
performance.

To address this issue, several studies have proposed methods
to effectively handle outliers, among which rotation-based
quantization techniques have gained considerable attention.
Rotation-based quantization methods apply specific rotation
transformations to activations or weights to reduce the impact
of outliers and minimize quantization error. These rotation-
based quantization techniques have the advantage of computa-
tional invariance due to the properties of Hadamard matrices
or orthogonal matrices, maintaining identical model outputs
before and after rotation transformations.

Given an orthogonal matrix Q, activation X , and weight
W , the output after rotation transformation is computed as
follows:

Y = (XQT )(QW ) = X ·QTQ ·W = XW. (1)

As shown in (1), rotation transformations can stabilize the
distributions of X and W for quantization while preserving
the model’s output unchanged.

QuaRot [1] applies rotations using random Hadamard matri-
ces, while SpinQuant [2] learns rotation matrices while main-
taining orthogonality to improve quantization performance.
Recently, DuQuant [3] proposed a novel approach utilizing
dual transformations to disperse outliers.

However, QuaRot [1] exhibits significant performance vari-
ability depending on which random Hadamard matrix is
selected, even under identical settings [2]. Moreover, Spin-
Quant [2] requires multiple samples during the rotation matrix
learning process, which increases training cost. Therefore,
there is a need for methods that can reduce performance vari-
ability due to randomness while performing efficient training
with fewer samples.

In this paper, we propose OneRot, a novel technique that
addresses these challenges by adding random perturbations to
layer activations to enhance training robustness and perform-
ing one-shot training using only a single sample.

III. PROPOSED METHOD: ONEROT

In this section, we propose OneRot, a novel technique that
reduces performance variability in rotation-based quantization
of LLMs by adding random perturbations to layer activations
to enhance training robustness and performing one-shot train-
ing using only a single sample.

The learning of rotation matrix R is conducted using the
Cayley SGD [4] technique, where G represents the model’s
gradient:

R :=
(
I − η

2
Y
)−1 (

I +
η

2
Y
)
R (2)

where η is a hyperparameter and Y = GRT−RGT . Therefore,
the update of R is significantly influenced by the gradient

G. We add a random perturbation ∆ to activation X to
intentionally increase the magnitude of gradient G, enabling
substantial updates to R in a single iteration. The perturbed
activation X̃ is defined as follows:

X̃ = X +∆, ∆ = max(|X|). (3)

∆ is set to the maximum absolute value of X and is added
to n randomly selected elements xi ∈ X . This perturbation
acts similarly to outliers in activations, significantly altering
the activation distribution and thereby increasing the gradient
G during training, which facilitates substantial updates to
the rotation matrix R. Furthermore, the perturbation helps
the rotation matrix learn robustly across diverse activation
distributions. This achieves effects similar to existing methods
that use multiple samples, enabling effective training with a
minimal number of samples.

Existing methods, such as SpinQuant [2], require multiple
samples, which increases training cost. In contrast, OneRot
applies perturbations to a single sample to simulate diverse
activation distributions, enabling effective training with only
one sample. Through this approach, OneRot dramatically
reduces training cost compared to SpinQuant [2], which uses
800 samples, while achieving more stable performance with
a rotation overhead comparable to QuaRot [1], which uses
random Hadamard matrices.

IV. EXPERIMENTS

A. Experiment Setup

We conducted experiments on various LLM models and
datasets to evaluate the effectiveness of the proposed one-
shot training method, OneRot. The models used in the ex-
periments were Llama-2 7B [5], Llama-3.2 3B, and Llama-3.2
1B [6], each compared against QuaRot [1] and SpinQuant [2].
For evaluation, we measured perplexity on WikiText-2 [7]
and employed eight zero-shot commonsense reasoning tasks:
PIQA [8], HellaSwag [9], WinoGrande [10], ARC-easy and
ARC-challenge [11], OpenBookQA [12], BoolQ [13], and
SIQA [14]. The learning of rotation matrices was conducted
using the Cayley SGD [4] technique. In OneRot, pertur-
bations were added to all layer activations except the first
and the last layers, with training performed using a single
sample. Furthermore, each experiment was repeated 10 times
with different seeds in the same environment, recording the
mean and standard deviation. To compare the efficiency of
OneRot, we compared it against QuaRot, which uses random
Hadamard matrices, and SpinQuant. Each model applied W-
A-KV (weight-activation-KV cache) 4-bit quantization, with
weights quantized using GPTQ [15] with 128 samples. Fol-
lowing the SpinQuant settings, quantization was performed
per-channel for weights (W) and per-token for activations (A),
while KV cache used group sizes of 128 for Llama-2 7B and
Llama-3.2 3B models, and 64 for the Llama-3.2 1B model.
All experiments were implemented using PyTorch and the
HuggingFace Transformers library, and executed on NVIDIA
RTX 4090 GPUs.



Fig. 1. Channel-wise distributions of layer activation before and after applying OneRot in Llama-2 7B’s layer 15 down projection. (a) shows the distribution
of minimum, maximum values, standard deviation, and kurtosis before rotation. (b) shows the same statistics after rotation. This illustrates how OneRot
effectively redistributes activation values, reducing outliers and stabilizing the distribution for better quantization performance with only one sample.

TABLE I
RESULT COMPARISON OF WIKITEXT-2 AND ZERO-SHOT COMMONSENSE

REASONING TASKS ON LLAMA MODELS WITH W-A-KV 4-4-4
QUANTIZATION. EACH RESULT IS PRESENTED WITH MEAN AND

STANDARD DEVIATION.

Model Method Dataset
Wiki2(↓) 0-shot Avg(↑)

Llama-2 7B
QuaRot 6.37 ± 0.02 60.01 ± 0.39
SpinQuant 6.12 ± 0.01 60.67 ± 0.32
Ours 6.12 ± 0.01 60.71 ± 0.24

Llama-3.2 3B
QuaRot 12.83 ± 0.26 55.31 ± 0.44
SpinQuant 9.92 ± 0.03 56.15 ± 0.41
Ours 9.95 ± 0.02 56.02 ± 0.37

Llama-3.2 1B
QuaRot 35.92 ± 1.47 43.06 ± 0.52
SpinQuant 14.43 ± 0.07 48.20 ± 0.40
Ours 14.44 ± 0.06 48.06 ± 0.58

TABLE II
STANDARD DEVIATION OF ZERO-SHOT COMMONSENSE REASONING

TASKS ON LLAMA-2 7B WITH 4-4-4 QUANTIZATION ACCORDING TO THE
NUMBER OF CALIBRATION SAMPLES.

Method #Sample σ

Ours 800 0.22
1 0.24

B. Experiment Results

Table I presents a comparison of the performance of the pro-
posed OneRot method against existing rotation-based quanti-
zation techniques, QuaRot and SpinQuant. Model performance
was evaluated through perplexity on the WikiText-2 dataset
and average accuracy on zero-shot commonsense reasoning
tasks. For Llama-2 7B, Llama-3.2 3B, and Llama-3.2 1B
models, OneRot achieved WikiText-2 perplexity reductions of
0.25, 2.88, and 21.48, respectively, compared to QuaRot, with
standard deviations also decreasing by 0.01, 0.24, and 1.41,
demonstrating that performance improvement and stabilization
effects become more pronounced as model size decreases.

On zero-shot commonsense reasoning tasks, OneRot achieved
average accuracy improvements of 0.70%, 0.71%, and 5.00%,
respectively, over QuaRot, with standard deviations decreas-
ing by 0.15%, 0.07%, and -0.06%. Notably, while OneRot
achieved a 5 percentage point performance improvement over
QuaRot on the Llama-3.2 1B model, the standard deviation
increased by 0.06 percentage points. However, examining the
task-specific performance in Table III reveals that OneRot
achieved more stable performance than QuaRot on most
tasks for the Llama-3.2 1B model. Furthermore, when com-
pared to SpinQuant, OneRot showed negligible differences in
WikiText-2 perplexity and only slight differences in average
accuracy on zero-shot commonsense reasoning tasks, while
achieving more stable performance with lower standard devi-
ations in most cases.

Table II shows a comparison of standard deviation with
respect to the number of samples for OneRot on the Llama-
2 7B model with W-A-KV 4-4-4 quantization. These results
demonstrate that even when the number of training samples is
reduced to one, the learning of rotation matrices via Cayley
SGD is not significantly affected, confirming that OneRot
can maintain stable performance with a minimal number of
samples. Additionally, OneRot consistently achieved lower
standard deviations than SpinQuant regardless of the sample
count, demonstrating that it provides more stable performance
even with fewer samples.

Fig. 1 visualizes the channel-wise changes in activation
distribution before and after applying OneRot in the layer 15
down projection layer of the Llama-2 7B model. Fig. 1(a)
shows the activation distribution before rotation, where ex-
treme minimum and maximum values can be observed in
certain channels, and most Kurtosis values are also high.
In contrast, Fig. 1(b) shows the activation distribution after
applying OneRot. Here, the minimum and maximum values
are more evenly distributed, and the standard deviation and



TABLE III
PERFORMANCE COMPARISON OF DIFFERENT QUANTIZATION METHODS ACROSS ZERO-SHOT COMMONSENSE REASONING TASKS ON VARIOUS LLAMA

MODELS. ALL RESULTS ARE REPORTED WITH MEAN AND STANDARD DEVIATION OVER 10 RUNS WITH DIFFERENT RANDOM SEEDS.

Model Method Dataset
arc challenge arc easy bool q hellaswag openbookqa piqa social iqa winogrande

2 7B
QuaRot 40.97±0.73 67.96±1.51 73.80±1.20 71.66±0.39 40.46±0.98 75.87±0.57 43.81±0.37 65.59±1.17
SpinQuant 42.14±0.81 70.02±0.74 73.70±0.59 72.72±0.23 40.61±0.79 76.15±0.51 44.23±0.68 65.81±1.00
Ours 41.67±0.79 70.37±0.55 73.95±0.64 72.68±0.21 41.00±1.21 76.18±0.50 44.04±0.70 65.76±0.82

3.2 3B
QuaRot 37.44±1.21 63.16±1.20 62.94±3.10 65.46±0.42 37.92±1.29 72.45±0.50 42.33±0.82 60.71±1.29
SpinQuant 39.36±0.78 61.81±0.82 63.20±1.69 67.24±0.25 37.80±0.91 73.38±0.61 43.29±0.60 63.14±0.85
Ours 38.77±1.23 62.68±1.27 62.72±1.65 67.16±0.34 37.84±1.28 73.29±0.55 43.28±0.48 62.44±0.57

3.2 1B
QuaRot 26.73±1.13 45.37±1.16 54.11±2.42 41.52±0.47 27.22±0.85 61.56±1.35 36.17±0.73 51.83±1.57
SpinQuant 31.06±0.77 51.12±0.77 55.83±1.86 54.30±0.23 32.60±0.82 66.77±0.58 39.25±0.51 54.62±1.14
Ours 31.31±1.00 51.18±0.94 55.78±2.35 54.12±0.29 31.40±1.12 66.55±0.55 39.49±0.83 54.70±1.27

Kurtosis are significantly reduced, demonstrating that the
overall distribution has been stabilized. These changes demon-
strate that OneRot can effectively redistribute activation values
with only a single sample, reducing outliers and improving
quantization performance.

V. CONCLUSION

In this paper, we propose OneRot, a novel one-shot rotation-
based quantization technique that reduces the performance
variability and the training cost inherent in existing rotation-
based quantization methods for LLMs. By adding random per-
turbations to layer activations, OneRot makes rotation matrix
learning effective even with only a single calibration sample,
dramatically reducing the training cost while maintaining
stable quantization performance.

Our experimental results demonstrate that OneRot achieves
significant improvements over QuaRot across Llama models
of various sizes with W-A-KV 4-4-4 quantization. On Llama-2
7B, Llama-3.2 3B, and Llama-3.2 1B models, OneRot reduced
WikiText-2 perplexity by 0.25, 2.88, and 21.48, respectively,
with corresponding reductions in standard deviation, demon-
strating enhanced stability, particularly for smaller models.
Additionally, OneRot achieved average accuracy improve-
ments of 0.70%, 0.71%, and 5.00% on zero-shot commonsense
reasoning tasks compared to QuaRot, while maintaining com-
parable performance to SpinQuant with substantially lower
training cost—using only one sample instead of 800.

OneRot provides a practical and efficient solution for de-
ploying quantized LLMs by achieving the stability of learned
rotation methods while maintaining the computational ef-
ficiency of random rotation approaches. Future work will
explore extending OneRot to other quantization bit-widths
and investigating adaptive perturbation strategies for better
performance across different model architectures and layer
characteristics.
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