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Abstract—Reconfigurable intelligence surfaces (RISs) have
emerged as an efficient technology to enhance the spectral and
energy efficiency of wireless networks. Most existing RIS studies
have adopted an ideal phase-shift model under a narrow-band
assumption and designed the RIS phases selfishly to maximize
the rate of each cell, ignoring reflections paths via neighboring-
cell RISs that operate on different frequencies. In this paper,
we studied the RIS-aided multi-cell wireless system. Specifically,
for a two-cell downlink at two different center-frequencies, we
consider a practical (frequency-selective, i.e, wide-band) model
and explicitly account for other-cell RIS, i.e., cross-RIS, reflec-
tions. We formulate a new optimization problem of designing a
common RIS phase shift, jointly considering the two BS signals
at the RIS to maximize the average rate of two users. We also
evaluate sensitivity to the codebook size for quantized phases and
compared against a self-RIS baseline. The proposed design yields
higher average rate across the two users, offering insights for the
use of neighboring-cell RIS in next-generation networks.

I. Introduction
Reconfigurable intelligence surfaces (RISs) have emerged

as a cost-effective approach to enhance the spectral and
energy efficiency of wireless networks [1]–[11]. Previous
studies have developed energy-efficient schemes that jointly
optimize the base-station(BS) transmit power and the RIS
phase shifts, using alternating maximization with gradient-
based phase updates and fractional programming [12]. Most
of the previous studies adopt ideal, frequency-flat phase-shift
models [13] or optimize RIS phases on a self-RIS link basis,
effectively ignoring reflections routed through neighboring
RIS. These assumptions become questionable in wide-band
deployments and in multi-cell settings where adjacent cells
operate at different center frequencies. This paper suggests an
RIS phase-shift design in a wide-band network system. We
consider a two-cell down-link in which two BSs operate at
adjacent bands, each assisted by an RIS. In wide-band systems
where transmit signals have different center frequencies, e.g.,
two BS assign different frequency resources to users severed
simultaneously in RIS-aided orthogonal frequency division
multiple access (OFDMA) systems. Under such a network
configuration, RIS phase shifts should be designed carefully
by considering the actual phase-shift depending on the carrier
frequency [14]. Some studies shows that an RIS optimized
and controlled by one base station can significantly improve
the communication rate of another operator using a different

Fig. 1. RIS-aided multi-cell multi-user networks.

frequency band, even though the other BS has no control over
the RIS. From the perspective of the out-of-band user, the
RIS phases appear completely random. Nevertheless, the addi-
tional signal paths introduced by the RIS consistently enhance
performance, leading to measurable rate and signal-to-noise
ratio (SNR) gains [15]. Following this study, we formulate a
cross-RIS-aware phase-shift design problem that maximizes
the network average sum rate by explicitly accounting for
cross-RIS reflections. We solve this problem via a block coor-
dinate ascent (BCA) algorithm. In each sweep, i.e., iteration,
all RIS elements are updated sequentially with continuous
phase values, which are subsequently quantized to the nearest
point in a finite-bit quantized code-book. Since the updates
are performed sequentially, later updates implicitly revise the
overall configuration, and then we report the convergence
behavior in terms of the average sum rate versus the number
of sweeps (i.e., iterations).

II. System model

As shown in Fig. 1, we consider a two-cell down-link in
which two BSs, i.e., 𝐵𝑆𝐴 and 𝐵𝑆𝐵, operate at 2.4 and 2.5
GHz with 100 MHz bandwidth and 𝐾 subcarriers, respectively,
each assisted by an RIS (𝑅𝐼𝑆𝐴 and 𝑅𝐼𝑆𝐵) with 𝑁 reflecting
elements. Because two cells are overlapped, there can exist
multiple signal paths as in Fig. 1, where solid lines denote
self-RIS paths, and dashed lines denote cross-RIS paths. The
RIS phase shifts must be designed on a per-subcarrier basis,
as wide-band frequency selectivity entails different center



frequencies across subcarriers. The relation between the center
frequency and the phase design is detailed in [16].

A. Channel Model
We adopt a wide-band free-space model. The transmit power

for each 𝐵𝑆𝐴, 𝐵𝑆𝐵 is denoted as 𝑃𝐴, 𝑃𝐵. With 𝐾 subcarriers
and 𝑁 RIS reflecting elements, the corresponding channel
vectors are defined as illustrated in Fig. 1. The self-RIS path
from 𝐵𝑆𝐴 (𝐵𝑆𝐵) to 𝑅𝐼𝑆𝐴 (𝑅𝐼𝑆𝐵) on the 𝑘th subcarrier is
denoted by 𝒉𝐴,𝑘 (𝒉𝐵,𝑘). The self-RIS reflecting path from
𝑅𝐼𝑆𝐴 (𝑅𝐼𝑆𝐵) to 𝑈𝐸𝐴 (𝑈𝐸𝐵) on the 𝑘th subcarrier is denoted
by 𝒈𝐴,𝑘 (𝒈𝐵,𝑘). Similarly, the cross-RIS path from 𝐵𝑆𝐴 (𝐵𝑆𝐵)
to 𝑅𝐼𝑆𝐵 (𝑅𝐼𝑆𝐴) on the 𝑘th subcarrier is denoted by 𝒄𝐴,𝑘
(𝒄𝐵,𝑘). Finally, the croess-RIS reflecting path from 𝑅𝐼𝑆𝐴
(𝑅𝐼𝑆𝐵) to 𝑈𝐸𝐵 (𝑈𝐸𝐴) on the 𝑘th subcarrier is denoted by
𝒌𝐴,𝑘 (𝒌𝐵,𝑘). For 𝑖 ∈ {𝐴, 𝐵}, we define the BS–RIS and
RIS–UE channel vectors on 𝑘th subcarrier, considering 𝑁

reflecting elements as

𝒉𝑖,𝑘 = [ℎ𝑖,𝑘,1, . . . , ℎ𝑖,𝑘,𝑁 ]𝑇 , (1)
𝒈𝑖,𝑘 = [𝑔𝑖,𝑘,1, . . . , 𝑔𝑖,𝑘,𝑁 ]𝑇 , (2)

and the cross-RIS channel vectors on 𝑘th subcarrier as

𝒄𝑖,𝑘 = [𝑐𝑖,𝑘,1, . . . , 𝑐𝑖,𝑘,𝑁 ]𝑇 , (3)
𝒌𝑖,𝑘 = [𝑘𝑖,𝑘,1, . . . , 𝑘𝑖,𝑘,𝑁 ]𝑇 . (4)

We define the RIS reflection-coefficient matrix for 𝑅𝐼𝑆𝑖 on
the 𝑘th subcarrier as follows:

𝚽𝑖,𝑘 ≜ diag(𝜙𝑖,𝑘,1, . . . , 𝜙𝑖,𝑘,𝑛, . . . , 𝜙𝑖,𝑘,𝑁 ), (5)

for 𝑖 ∈ {𝐴, 𝐵}. The reflection coefficient of the 𝑛th RIS element
on 𝑘th subcarrier, i.e., 𝜙𝑖,𝑘,𝑛, is written as

𝜙𝑖,𝑘,𝑛 = 𝐴𝑖,𝑘,𝑛𝑒
𝑗 𝜃𝑖,𝑘,𝑛 , (6)

where 𝐴𝑖,𝑘,𝑛 and 𝜃𝑖,𝑘,𝑛 denote the amplitude and phase of
the 𝑛th element on 𝑘th subcarrier of 𝑅𝐼𝑆𝑖 , respectively. The
received signals at 𝑈𝐸𝐴 and 𝑈𝐸𝐵 on 𝑘th subcarrier are given
by

𝑦𝐴,𝑘 =
√︁
𝑃𝐴

(
𝒈𝑇𝐴,𝑘𝚽𝐴,𝑘𝒉𝐴,𝑘

+ 𝒌𝑇𝐵,𝑘𝚽𝐵,𝑘𝒄𝐴,𝑘
)
𝑥𝐴,𝑘 + 𝑛𝐴,𝑘 .

(7)

𝑦𝐵,𝑘 =
√︁
𝑃𝐵

(
𝒈𝑇𝐵,𝑘𝚽𝐵,𝑘𝒉𝐵,𝑘

+ 𝒌𝑇𝐴,𝑘𝚽𝐴,𝑘𝒄𝐵,𝑘
)
𝑥𝐵,𝑘 + 𝑛𝐵,𝑘 .

(8)

where 𝑥𝐴,𝑘 (𝑥𝐵,𝑘) with |𝑥𝐴,𝑘 | = 1 (|𝑥𝐵,𝑘 | = 1) is the
symbol transmitted from 𝐵𝑆𝐴 (𝐵𝑆𝐵) for each subcarrier.
𝑛𝐴,𝑘 ∼ CN(0, 𝜎2) and 𝑛𝐵,𝑘 ∼ CN(0, 𝜎2) are additive white
Gaussian noise (AWGN) terms. We adopt a free-space (Friis)
large-scale model, and all links are assumed to operate in
the far field. The small-scale fading terms are modeled as
circularly symmetric complex Gaussian random variables with
zero mean and variance determined by the corresponding
large-scale gain

𝛽(𝑑, 𝑓 ) =
(
𝜆

4𝜋𝑑

)2
, 𝜆 =

𝑐

𝑓0
(9)

where 𝑑 denotes the distance between a transmitter and re-
ceiver, 𝑓0 denotes the carrier frequency. In detail, distances for
each channel are given by 𝑑ℎ = 50 m, 𝑑𝑔 = 70 m, 𝑑𝑐 = 120 m,
and 𝑑𝑘 = 90 m, respectively. For each subcarrier 𝑘 , the 𝑁 × 1
channel vectors are modeled as

𝒉𝑖,𝑘 ∼ CN(0, 𝛽ℎI𝑁 ), (10)
𝒈𝑖,𝑘 ∼ CN(0, 𝛽𝑔I𝑁 ), (11)
𝒄𝑖,𝑘 ∼ CN(0, 𝛽𝑐I𝑁 ), (12)
𝒌𝑖,𝑘 ∼ CN(0, 𝛽𝑘I𝑁 ), (13)

where the path loss is assumed to be identical for all sub-
carriers. That is, we neglect the frequency variation across
subcarriers and model the each path loss as follows:

𝛽ℎ = 𝛽(𝑑ℎ, 𝑓0), (14)
𝛽𝑔 = 𝛽(𝑑𝑔, 𝑓0), (15)
𝛽𝑐 = 𝛽(𝑑𝑐, 𝑓0), (16)
𝛽𝑘 = 𝛽(𝑑𝑘 , 𝑓0). (17)

B. RIS Phase and Amplitude Models

As in [16], the phase shift 𝜃𝑛 (∠𝜙𝑐, 𝑓𝑘) and amplitude
𝐴𝑛 (∠𝜙𝑐, 𝑓𝑘), of each RIS element on the 𝑘th subcarrier were
modeled as function of ∠𝜙𝑐 and 𝑓𝑘 where ∠𝜙𝑐 is the desired
phase control input at the center frequency 𝑓0. Please note that
the actual phase shift (𝜃𝑛 (∠𝜙𝑐, 𝑓𝑘)) for the 𝑘th subcarrier can
be different from the desired phase control input (∠𝜙𝑐) because
the frequency different between the center frequency ( 𝑓𝑐) and
the frequency of the 𝑘th subcarrier ( 𝑓𝑘), i.e., 𝑓𝑘− 𝑓0. Similarly,
the amplitude 𝐴𝑛 (∠𝜙𝑐, 𝑓𝑘), of each RIS element on the 𝑘th
subcarrier varies depending on the actual frequency of each
subcarrier. Since we are dealing with 𝐵𝑆𝑖 and 𝑘th subcarrier,
𝑓𝑘 , we adopt the following parametric model as follows:

𝜃𝑖,𝑘,𝑛 (∠𝜙𝑖,𝑐,𝑛, 𝑓𝑘), (18)
𝐴𝑖,𝑘,𝑛 (∠𝜙𝑖,𝑐,𝑛, 𝑓𝑘), (19)

where ∠𝜙𝑖,𝑐,𝑛 denotes the desired phase control input of the
𝑛th element of 𝑅𝐼𝑆𝑖 at the center frequency 𝑓0. The detail
formulas for phase and amplitude functions can be expressed
as [16]:

𝜃𝑖,𝑘,𝑛 = −2 tan−1
[
F2

(
∠𝜙𝑖,𝑐,𝑛

) (
𝑓𝑘

109 − F1
(
∠𝜙𝑖,𝑐,𝑛

) )]
, (20)

𝐴𝑖,𝑘,𝑛 = −
𝛼4∠𝜙𝑖,𝑐,𝑛 + 𝛽3( (

𝑓𝑘 − F1
(
∠𝜙𝑖,𝑐,𝑛

) )
/0.05

)2 + 4
+ 1, (21)

where

F1 (∠𝜙𝑖,𝑐,𝑛) = 𝛼1 tan(∠𝜙𝑖,𝑐,𝑛/3) + 𝛼2 sin
(
∠𝜙𝑖,𝑐,𝑛

)
+ 𝛽1,

F2 (∠𝜙𝑖,𝑐,𝑛) = 𝛼3∠𝜙𝑖,𝑐,𝑛 + 𝛽2, (22)

for 𝑛 = {1, . . . , 𝑁}. Here, {𝛼𝑖} and {𝛽𝑖} are fitting parameters
obtained from the hardware measurements (see Table I). For
detailed expressions, refer to [16].



TABLE I
Parameters in (21) and (22) at each center frequency.

Center Frequency 𝛼𝑖 𝛽𝑖
𝛼1 𝛼2 𝛼3 𝛼4 𝛽1 𝛽2 𝛽3

2.4 GHz 0.2 -0.015 -0.75 -0.05 2.4 11.02 1.65
2.5 GHz 0.299 -0.073 -0.641 -0.078 2.51 9.973 1.926

III. Optimal RIS Control in Multi-cell Multi-RIS
Networks

As discussed in the previous section, the actual RIS phase
shift of the wideband signal can be unintentionally determined
due to frequency difference between subcarrier frequency 𝑓𝑘
and the center frequency 𝑓0. This is similar to the bean
squint effect in the widebank beamforming. Additionally, the
transmitted signal by one BS can be unintentionally reflected
by RISs in the neighboring cells. This unintentional reflection
may increase the signal power. If the reflected path via other
cell RISs is properly exploited, the additional performance
improvement can be obtained. To maximize the performance
gain with multiple RISs in multiple cells, the cooperation
between BSs are required. In this section, we proposed two
different RIS control policies, i.e., selfish and cross-RIS-aware
mechanisms, are investigated.

A. Case-1: Selfish RIS Control

As shown in Fig.1, Case-1 considers only the signal re-
flected by the own cell’s RIS, i.e., neglecting the RIS in the
other cell. Therefore, each BS (𝐵𝑆𝑖) controls an RIS in the
own cell (𝑅𝐼𝑆𝑖) to maximize the achievable rate at 𝑈𝐸𝑖 for
𝑖 ∈ {𝐴, 𝐵}. Therefore, the objective function, i.e., achievable
rate of 𝑈𝐸𝑖 , can be expressed by

𝑅𝑖 =
1
𝐾

𝐾∑︁
𝑘=1

log2

(
1 +

𝑃𝑖
��𝐻𝑖,𝑘 ��2
𝜎2

)
(23)

where the effective channel gain from 𝐵𝑆𝑖 to 𝑈𝐸𝑖 via 𝑅𝐼𝑆𝑖
is defined by 𝐻𝑖,𝑘 . Therefore, 𝐻𝑖,𝑘’s for 𝑖 ∈ {𝐴, 𝐵} are given
by 𝐻𝐴,𝑘 ≜ 𝒈𝑇

𝐴,𝑘
𝚽𝐴,𝑘 𝒉𝐴,𝑘 and 𝐻𝐵,𝑘 ≜ 𝒈𝑇

𝐵,𝑘
𝚽𝐵,𝑘 𝒉𝐵,𝑘 . It is

noteworthy that 𝑅𝑖 is a function of ∠𝜙𝑖,𝑐,𝑛 for 𝑛 ∈ {1, . . . , 𝑁}
that is the desired phase shift input for the center frequency
𝑓0.

Because it is intractable to optimize jointly all desired phase
control inputs (∠𝜙𝑖,𝑐,𝑛’s) for 𝑁 RIS elements, we adopt a
sequential optimization strategy. At each step, we fix all the
other phase control inputs and optimize only 𝑛 th element,
∠𝜙𝑖,𝑐,𝑛. Therefore, the optimal phase control input (∠𝜙∗

𝑖,𝑐,𝑛
)

of the 𝑛th element for each RIS can be shown as

∠𝜙∗𝑖,𝑐,𝑛 = arg max
∠𝜙𝑖,𝑐,𝑛

1
𝐾

𝐾∑︁
𝑘=1

log2

(
1 +

𝑃𝑖
��𝐻𝑖,𝑘 ��2
𝜎2

)
. (24)

We can derive the closed-form expression of the solution to
(24) by following lemma.

Lemma 1: The optimal phase input ∠𝜙★
𝑖,𝑐,𝑛

for 𝑖 ∈ {𝐴, 𝐵}
that solves the maximization problem in (24) is obtained at a
stationary point of 𝑅𝑖 (∠𝜙𝑖,𝑐,𝑛) over (−𝜋, 𝜋), i.e.,

T𝑖,𝑛 =
{
∠𝜙𝑖,𝑐,𝑛

���� 𝑑𝑅𝑖

𝑑∠𝜙𝑖,𝑐,𝑛
= 0

}
. (25)

If there exist multiple stationary points, we can select the
optimal solution maximizing 𝑅𝑖 in T𝑖,𝑛.

Proof: The objective function 𝑅𝑖 is compositions of
smooth functions and squared modulus. Hence, it is con-
tinuously differentiable with respect to ∠𝜙𝑖,𝑐,𝑛. Because the
optimization problem in (24) is one–dimensional over the
interval (−𝜋, 𝜋), any interior maximizer must satisfy the first-
order condition stated above. Since multiple stationary points
may exist, boundary points are explicitly compared by direct
substitution. The detailed derivative expressions are derived
below.

In the objective function in (24), by setting 𝛼𝑖 = 𝑃𝑖
𝜎2 , 𝑎𝑖,𝑘,𝑛 =

𝑔𝑖,𝑘,𝑛ℎ𝑖,𝑘,𝑛, we can express

𝐻𝑖,𝑘 (∠𝜙𝑖,𝑐,𝑛) =
𝑁∑︁
𝑛=1

𝑎𝑖,𝑘,𝑛𝐴𝑖,𝑘,𝑛𝑒
𝑗 𝜃𝑖,𝑘,𝑛 (26)

= 𝑎𝑖,𝑘,𝑛𝐴𝑖,𝑘,𝑛𝑒
𝑗 𝜃𝑖,𝑘,𝑛 + 𝐻 (−𝑛)

𝑖,𝑘
. (27)

where 𝐻 (−𝑛)
𝑖,𝑘

≜
∑
𝑛≠𝑚 𝑎𝑖,𝑘,𝑛𝐴𝑖,𝑘,𝑛𝑒

𝑗 𝜃𝑖,𝑘,𝑛 . Then, 𝑅𝑖 in (23) can
be rewritten as

𝑅𝑖 (∠𝜙𝑖,𝑐,𝑛) =
1
𝐾

𝐾∑︁
𝑘=1

log2

(
1 + 𝛼𝑖 |𝐻 (−𝑛)𝑖,𝑘

+ 𝑎𝑖,𝑘,𝑛𝜙𝑖,𝑘,𝑛 |2
)
.

(28)

Since the above equation is continuously differentiable with
∠𝜙𝑖,𝑐,𝑛, it’s derivative can be readily obtained.

𝑑 𝑅𝑖 (∠𝜙𝑖,𝑐,𝑛)
𝑑 ∠𝜙𝑖,𝑐,𝑛

=
1

𝐾 ln 2

𝐾∑︁
𝑘=1

2𝛼𝑖
1 + 𝛼𝑖 |𝐻𝑖,𝑘 |2

×

ℜ
{
𝐻̄𝑖,𝑘𝑎𝑖,𝑘,𝑛𝑒

𝑗 𝜃𝑖,𝑘,𝑛

( 𝜕𝐴𝑖,𝑘,𝑛
𝜕∠𝜙𝑖,𝑐,𝑛

+ 𝑗 𝐴𝑖,𝑘,𝑛
𝜕𝜃𝑖,𝑘,𝑛

𝜕∠𝜙𝑖,𝑐,𝑛

)}
(29)

where 𝐻̄𝑖,𝑘 denotes the complex conjugate of 𝐻𝑖,𝑘 .
Finally, we need to find the closed-form expressions of

𝜕𝐴𝑖,𝑘,𝑛

𝜕∠𝜙𝑖,𝑐,𝑛
and 𝜕𝜃𝑖,𝑘,𝑛

𝜕∠𝜙𝑖,𝑐,𝑛
. For any fixed subcarrier 𝑘 , the func-

tions 𝐴𝑖,𝑛,𝑘 (∠𝜙𝑖,𝑐,𝑛, 𝑓𝑘) and 𝜃𝑖,𝑘,𝑛 (∠𝜙𝑖,𝑐,𝑛, 𝑓𝑘) are continu-
ously differentiable with respect to ∠𝜙𝑖,𝑐,𝑛 on (−𝜋, 𝜋). We
consider the derivative of amplitude. By using the substitution
𝜇 ≜ 𝑓𝑘−F1 (∠𝜙𝐴,𝑐,𝑛 )

0.05 , we can rewrite the amplitude of the 𝑛th
element of 𝑅𝐼𝑆𝑖 as

𝐴𝑖,𝑘,𝑛 = −
𝛼4∠𝜙𝑖,𝑐,𝑛 + 𝛽3

𝜇2 + 4
+ 1 (30)

Letting 𝐷 ≜ 𝜇2 + 4, we obtain

𝐴𝑖,𝑘,𝑛 = −
𝛼4∠𝜙𝑖,𝑐,𝑛 + 𝛽3

𝐷
+ 1 (31)



By applying the chain rule, the derivative of 𝐴𝑖,𝑘,𝑛 with respect
to ∠𝜙𝑖,𝑐,𝑛 is given by

𝜕𝐴𝑖,𝑘,𝑛

𝜕∠𝜙𝑖,𝑐,𝑛
= −𝛼4

𝐷
+
𝛼4∠𝜙𝑖,𝑐,𝑛 + 𝛽3

𝐷2

(
2𝜇

0.05
F ′1 (∠𝜙𝑖,𝑐,𝑛)

)
(32)

where F ′1 denotes the derivative of F1 with respect to ∠𝜙𝑖,𝑐,𝑛.
Next, we consider the derivative of phase. Using the substitu-
tion 𝜔 ≜ F2

(
∠𝜙𝑖,𝑐,𝑛

) (
𝑓𝑘

109 − F1
(
∠𝜙𝑖,𝑐,𝑛

) )
, we can rewrite the

phase of 𝑛th element of 𝑅𝐼𝑆𝐴 as

𝜃𝑖,𝑘,𝑛 = −2 arctan(𝜔). (33)

By applying the chain rule, the derivative of 𝜃𝑖,𝑘,𝑛 with respect
to ∠𝜙𝑖,𝑐,𝑛 is given by

𝜕𝜃𝑖,𝑘,𝑛

𝜕∠𝜙𝑖,𝑐,𝑛
=
−2𝜔′

1 + 𝜔2 . (34)

where 𝜔′ denotes the derivative of 𝜔 with respect to ∠𝜙𝑖,𝑐,𝑛.
Expanding 𝜔′ and using the definition of F ′2 , we obtain

𝜕𝜃𝑖,𝑘,𝑛

𝜕∠𝜙𝑖,𝑐,𝑛
=
−2

1 + 𝜔2

(
𝛼3

(
𝑓𝑘 − F1 (∠𝜙𝑖,𝑐,𝑛)

)
− F2 (∠𝜙𝑖,𝑐,𝑛) F ′1 (∠𝜙𝑖,𝑐,𝑛)

)
.

(35)

Please note that the closed-form expression of ∠𝜙𝑖,𝑐,𝑛 sat-
isfying 𝑑𝑅𝑖

𝑑∠𝜙𝑖,𝑐,𝑛
= 0 is obtained by (29) with substitutions of

(35) and (32).
To consider practical operations with finite bandwidth of

RIS control links between BSs and RISs, the optimized
continuous phase shift based on Lemma 1 is then quan-
tized to the nearest entry in the predefined code-book S ≜{ 2𝜋

2𝐵 𝑏 − 𝜋
�� 𝑏 = 0, . . . , 2𝐵 − 1

}
for all 𝑛 ∈ {1, . . . , 𝑁}.

The quantized RIS phase control input for the 𝑛th RIS
element with Lemma 1 and quantization process is not a joint
optimal solution maximizing 𝑅𝑖 because this is obtained by
(24). To find a joint optimal solution {∠𝜙★

𝑖,𝑐,𝑛
, 𝑛 = 1, . . . , 𝑁},

we adopt the alternating optimization approach where the
optimization with respect to a single RIS element given by (24)
is performed sequentially for 𝑛 = 1, 2, . . . , 𝑁 while all other
elements are kept at their current values. The detailed steps
are summarized in Algorithm 1. Here, 𝜙𝑖,𝑐,𝑛 is the quantized
phase of 𝜙∗

𝑖,𝑐,𝑛

B. Case-2: Cross-RIS-aware RIS Control
In Case-2, the effects of the neighboring RIS are also taken

into account in the optimization of RIS phase shift. To this
end, two BSs (𝐵𝑆𝐴 and 𝐵𝑆𝐵) cooperate and maximize the
sum achievable rates of UEs. The average achievable rate of
𝑈𝐸𝑖 is defined as

𝑅′𝑖 ≜
1
𝐾

𝐾∑︁
𝑘=1

log2

(
1 + 𝑃𝑖 |𝐻𝑖 + 𝐺𝑖 |

2

𝜎2

)
(36)

where the effective channel gain from 𝐵𝑆𝑖 to 𝑈𝐸𝑖 via the
other cell RIS, 𝑅𝐼𝑆 𝑗 , 𝑗≠𝑖 , is defined by 𝐺𝑖 . Therefore, 𝐺𝑖’s
for 𝑖 ∈ {𝐴, 𝐵} are given by 𝐺𝐴 ≜ 𝒌𝑇𝐵,𝑘 𝚽𝐵,𝑘 𝒄𝐴,𝑘 and 𝐺𝐵 ≜
𝒌𝑇𝐴,𝑘 𝚽𝐴,𝑘 𝒄𝐵,𝑘 . The joint optimization problem maximizing

Algorithm 1 Proposed selfish RIS optimization algorithm.
1: Initialize ∠𝜙𝑖,𝑐,𝑛 for 𝑛 = {1, . . . , 𝑁} as zero.
2: for 𝑖𝑡𝑒𝑟 = 1 to 𝐼𝑚𝑎𝑥 do
3: for 𝑛 = 1 to 𝑁 (RIS element index) do
4: for 𝑘 = 1 to 𝐾 (subcarrier index) do
5: 𝜙𝑖,𝑘,𝑛 = 𝐴𝑖,𝑘,𝑛 (∠𝜙𝑖,𝑐,𝑛, 𝑓𝑘)𝑒 𝑗 𝜃𝑖,𝑘,𝑛 (∠𝜙𝑖,𝑐,𝑛 , 𝑓𝑘 )
6: end for
7: end for
8: for 𝑛 = 1 to 𝑁 (RIS element index) do
9: Find ∠𝜙★

𝑖,𝑐,𝑛
with Lemma 1.

10: 𝜙𝑖,𝑐,𝑛 ← arg min
𝑠∈S

��(𝜙★
𝑖,𝑐,𝑛
− 𝑠)

��
11: ∠𝜙𝑖,𝑐,𝑛 ← 𝜙𝑖,𝑐,𝑛
12: end for
13: end for

the sum rates by adjusting the phase shift of both RISs can be
formulated as follows:(

∠𝜙★𝐴,𝑐,𝑛, ∠𝜙
★
𝐵,𝑐,𝑛

)
= arg max

∠𝜙𝐴,𝑐,𝑛 ∠𝜙𝐵,𝑐,𝑛

(𝑅′𝐴 + 𝑅
′
𝐵) (37)

Optimization of the two variables is difficult to solve. We
solve the problem by BCA algorithm, alternately updating
∠𝜙𝐴,𝑐,𝑛 and ∠𝜙𝐵,𝑐,𝑛 until convergence. Similar to Lemma 1,
the objective function 𝑅′

𝑖
involves two variables ∠𝜙𝐴,𝑐,𝑛 and

∠𝜙𝐵,𝑐,𝑛. We first fix ∠𝜙𝐵,𝑐,𝑛 for all elements 𝑛, and dif-
ferentiate 𝑅′

𝑖
with respect to ∠𝜙𝐴,𝑐,𝑛 to obtain its optimal

value for all elements 𝑛. And then keep ∠𝜙𝐴,𝑐,𝑛 fixed for all
elements 𝑛, while optimizing 𝑅′

𝑖
with respect to ∠𝜙𝐵,𝑐,𝑛. The

optimal phase control input
(
∠𝜙★

𝐴,𝑐,𝑛
, ∠𝜙★

𝐵,𝑐,𝑛

)
that solves the

maximization problem in (37) is obtained at a stationary point
of 𝑅′

𝑖
(∠𝜙𝐴,𝑐,𝑛, ∠𝜙𝐵,𝑐,𝑛) over (−𝜋, 𝜋), i.e.,

∠𝜙★𝐴,𝑐,𝑛 =
{
∠𝜙𝐴,𝑐,𝑛

��� 𝜕𝑅′𝑖 (∠𝜙𝐴,𝑐,𝑛, ∠𝜙𝐵,𝑐,𝑛)
𝜕∠𝜙𝐴,𝑐,𝑛

= 0
}
, (38)

∠𝜙★𝐵,𝑐,𝑛 =
{
∠𝜙𝐵,𝑐,𝑛

��� 𝜕𝑅′𝑖 (∠𝜙★𝐴,𝑐,𝑛, ∠𝜙𝐵,𝑐,𝑛)
𝜕∠𝜙𝐵,𝑐,𝑛

= 0
}
. (39)

Following a similar procedure as in the proof of lemma
1, we can rewrite the objective function in (36). By setting
𝑏𝐴,𝑘,𝑛 = 𝑘𝐵,𝑘,𝑛𝑐𝐴,𝑘,𝑛 and 𝑏𝐵,𝑘,𝑛 = 𝑘𝐴,𝑘,𝑛𝑐𝐵,𝑘,𝑛, we can
express as

𝐺𝐴,𝑘 (∠𝜙𝐵,𝑐,𝑛) =
𝑁∑︁
𝑛=1

𝑏𝐴,𝑘,𝑛𝐴𝐵,𝑘,𝑛𝑒
𝑗 𝜃𝐵,𝑘,𝑛 (40)

= 𝑏𝐴,𝑘,𝑛𝐴𝐵,𝑘,𝑛𝑒
𝑗 𝜃𝐵,𝑘,𝑛 + 𝐺 (−𝑛)

𝐴,𝑘
, (41)

𝐺𝐵,𝑘 (∠𝜙𝐴,𝑐,𝑛) =
𝑁∑︁
𝑛=1

𝑏𝐵,𝑘,𝑛𝐴𝐴,𝑘,𝑛𝑒
𝑗 𝜃𝐴,𝑘,𝑛 (42)

= 𝑏𝐵,𝑘,𝑛𝐴𝐴,𝑘,𝑛𝑒
𝑗 𝜃𝐴,𝑘,𝑛 + 𝐺 (−𝑛)

𝐵,𝑘
. (43)



Fig. 2. Average sum rate over sweeps for different codebook sizes under each
case.

where 𝐺
(−𝑛)
𝐴,𝑘

≜
∑
𝑛≠𝑚 𝑏𝐴,𝑘,𝑛𝐴𝐵,𝑘,𝑛𝑒

𝑗 𝜃𝐵,𝑘,𝑛 , and 𝐺
(−𝑛)
𝐵,𝑘

≜∑
𝑛≠𝑚 𝑏𝐵,𝑘,𝑛𝐴𝐴,𝑘,𝑛𝑒

𝑗 𝜃𝐴,𝑘,𝑛 . Then, 𝑅′
𝐴

and 𝑅′
𝐵

in (37) can be
rewritten as

𝑅′𝐴(∠𝜙𝐴,𝑐,𝑛, ∠𝜙𝐵,𝑐,𝑛) =
1
𝐾

𝐾∑︁
𝑘=1

log2

(
1 + 𝛼𝐴

��𝐻 (−𝑛)
𝐴,𝑘
+ 𝐺 (−𝑛)

𝐴,𝑘

+𝑎𝐴,𝑘,𝑛𝜙𝐴,𝑘,𝑛 + 𝑏𝐴,𝑘,𝑛𝜙𝐵,𝑘,𝑛
��2) .
(44)

𝑅′𝐵 (∠𝜙𝐴,𝑐,𝑛, ∠𝜙𝐵,𝑐,𝑛) =
1
𝐾

𝐾∑︁
𝑘=1

log2

(
1 + 𝛼𝐵

��𝐻 (−𝑛)
𝐵,𝑘
+ 𝐺 (−𝑛)

𝐵,𝑘

+𝑎𝐵,𝑘,𝑛𝜙𝐵,𝑘,𝑛 + 𝑏𝐵,𝑘,𝑛𝜙𝐴,𝑘,𝑛
��2) .
(45)

Since both equations are continuously differentiable with
respect to ∠𝜙𝑖,𝑐,𝑛, the object function in (37) is also differ-
entiable. It’s derivative can be obtained in a similar manner
as in Lemma (1). The cross-RIS-aware optimization follows a
similar procedure with Algorithm 1, but it involves a joint ob-
jective function 𝑅′

𝐴
+𝑅′

𝐵
with respect to two coupled variables.

To solve this, we adopt an alternating optimization strategy.
Specifically, the phase shifts of all elements in RIS𝐴 are first
optimized by taking the partial derivative of the sum rate with
respect to ∠𝜙𝐴,𝑐,𝑛, while keeping RIS𝐵 fixed. Then, with the
updated RIS𝐴, the optimal phase shifts ∠𝜙𝐵,𝑐,𝑛 for RIS𝐵 are
obtained in a similar manner. This process is repeated until
convergence. Due to space constraints, the detailed discussion
of the optimal solution and algorithm is omitted.

IV. Simulation Results
We considered a two cell RIS–aided downlink in which the

two base stations operate on different center frequencies, i.e.,
𝐵𝑆𝐴 at 2.4 GHz and 𝐵𝑆𝐵 at 2.5 GHz. The channel bandwidth
is 100 MHz with 𝐾 = 64 subcarriers. Each cell uses an

RIS with 𝑁 = 128 reflecting elements. All RIS elements are
sequentially updated from 𝑁 = 1 to 𝑁 = 128, with the current
optimal phase applied at each step. Because later updates can
change the optimality of earlier elements, the phase chosen
for previous one may no longer be optimal after the end of
update. Even in the selfish-RIS design considering an own-
cell RIS path only, the actual achievable rate is obtained
with both own-cell and other-cell RIS paths. Hence, we plot
𝑅sum = 1

2
(
𝑅′
𝐴
+ 𝑅′

𝐵

)
versus the number of sweeps to verify

convergence. Fig. 2 illustrates the convergence behavior of the
proposed algorithm, where the sum rate is averaged over 50
independent channel realizations. It can be observed that the
Rate monotonically increases with the number of sweeps and
reaches a stable value after around 16 sweeps. The initial value
is obtained from the zero-phase initialization. For comparison,
we also introduce an ideal case for each value of 𝐵. In this
ideal case, the phase shifts are optimized in the same way
as in Case 1, but when computing the sum rate, we ignore
the paths reflected by the other-cell RIS and only account for
the contributions from the serving RIS. As shown in Fig. 2,
The cross–RIS-aware design (Case-2), which sets phases while
accounting for neighboring RIS, consistently outperforms the
selfish–RIS design (Case-1). The final rate gap between Case-
2 and Case-1 is small, about 0.1328 and 0.1348 bits/s/Hz for
𝐵 = 3, 𝐵 = 5 respectively. In addition, as observed in [15],
the ideal case yields a lower rate than Case 1. This confirms
that the additional paths created by the other-cell RIS are
responsible for the performance gain. The differences between
the sizes of the quantization code-book 𝐵 were marginal.
Although large 𝐵 yields a slightly higher converged rate, the
differences were not statistically significant.

V. Conclusion
In this paper, we proposed a new formulation of the RIS

phase-shift design problem in RIS-aided multiuser systems.
Under this formulation, we solve the optimization problem
via block coordinate ascent (BCA). Our simulation results
show that the proposed model achieves a higher average rate
than the baseline models. Varying the code-book size within
𝐵 ∈ {3, 4, 5} yields only a modest impact on the achievable
rate. Also, compared to the ideal case which neglects the
contributions from cross-RIS paths, both of case-1 and case-2
achieve higher average sum rats. It should be noted that the
proposed cross-RIS-aware RIS control requires cooperation
between base stations, which involves the sharing of CSI.
While prior work [17] indicates that the overhead associated
with transmitter cooperation may outweigh the achievable
gains, the considered scenarios are fundamentally different
from the one addressed in this paper. Therefore, further investi-
gation is required to determine whether the performance gains
provided by the proposed approach can justify the additional
cooperation overhead in the considered system.
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