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Abstract—Dengue Fever (DF) is a major health concern in 

Indonesia, with the total number of cases periodically 

increasing. Since the COVID-19 pandemic, many people have 

been hesitant to consult hospitals and tend to seek health-related 

information via social media. Social media has emerged as a 

common platform for sharing information. Over time, social 

media has been recognized for its potential in understanding 

disease outbreaks. This study utilizes Instagram social media 

data to forecast the number of dengue fever cases in various 

regions of Indonesia. The forecasting model employs a hybrid 

ARIMAX-LSTM approach, incorporating data from DF case 

studies, as well as climate data such as rainfall, humidity, and 

wind speed, along with Instagram data related to dengue fever. 

Experimental results suggest that incorporating exogenous 

variables, particularly climate and social media data, improves 

forecasting performance. Climate data generally yield better 

forecasting results with lower SMAPE values on a daily basis, 

while the combination of climate and social media data often 

results in lower SMAPE values than when either is used alone. 

The largest SMAPE difference observed was 9.18%, and the 

RMSE was 21.64. 

Keywords—Social Media, Instagram, Forecasting, Disease, 

ARIMAX, LSTM 

I. INTRODUCTION 

Dengue Fever is an infectious illness caused by the 

Dengue virus. The Dengue infection, transmitted by the 

Aedes Aegypti mosquito, is one of the fastest-spreading viral 

infections among humans [1]. Dengue Fever frequently 

occurs in tropical countries, influenced by climate and 

surrounding environmental factors [2]. It is one of the 

diseases that often causes outbreaks and leads to fatalities. 

Dengue Fever cases showed an increase during the COVID-

19 pandemic in 2020, with even more cases reported in 2024. 

These cases were spread across 465 regencies/cities in 34 

provinces, with fatalities occurring in 203 regencies/cities in 

29 provinces.  

As a result of the COVID-19 pandemic, many people 

were reluctant to seek medical consultation at hospitals due 

to fears of contracting the virus and being diagnosed with 

COVID-19. A survey involving 110 respondents was 

conducted found that about 71.8 percent of respondents had 

not visited a hospital or clinic since the onset of COVID-19. 

They typically sought information about their illnesses 

online, particularly through social media. Unfortunately, this 

behavior has persisted to this day, making it difficult for 

healthcare facilities like Community Health Centers or 

hospitals to collect accurate data on the number of cases, 

despite the fact that Dengue Fever cases continue to exist.  

Social media has become a platform that enables people 

to share and seek information. It can be useful in 

understanding disease outbreaks [3]. To date, social media 

has emerged as a common platform for sharing information 

[4], especially on health-related topics. This behavior was 

also prevalent during the COVID-19 pandemic [5]. Instagram 

is a social networking platform that allows users to share 

photos and videos for free, with around two billion people 

using it globally. Throughout the pandemic, Instagram was 

extensively utilized for seeking and sharing health 

information. Instagram plays a crucial role in spreading 

health information [6].  

Based on the current conditions as a long-term impact of 

COVID-19 and the fact that social media, especially 

Instagram, has become a medium for exchanging and seeking 

various health-related information, this study attempts to 

incorporate Instagram social media data to forecast the 

number of dengue fever cases in different regions of 

Indonesia. The forecasting model for dengue fever cases was 

developed using a hybrid approach that combines deep 

learning and statistical methods, involving data on the 

number of cases per region over time, as well as climate data 

such as rainfall, humidity, and wind speed, along with 

Instagram data related to dengue fever. 

This paper contributes to the use of Instagram social 

media in forecasting the spread of dengue fever cases, 

whereas most current models rely solely on conventional 

hospital data. Additionally, it examines the impact of social 

media factors on the performance of disease spread 

forecasting. Furthermore, this paper also contributes to the 

modeling approach used, which employs a hybrid LSTM and 

ARIMA. 



II. RELATED WORKS 

As of early 2024, research related to Dengue Fever (DF) 

has primarily relied on conventional data. Over the past four 

years, the conventional data used has included environmental 

data [7], population mobility, and meteorology data [8], 

climate data [9], larva-free rates [10], which are combined 

with climate and population density data [11]. On the other 

hand, modern data more frequently used includes Google 

Trends [12], internet queries [13], and Twitter [14]. However, 

it is still very rare, or even non-existent, to involve Instagram 

data as proposed in this paper. 

The involvement of Google Trends data in relation to 

disease spread has been explored by several researchers. [13] 

examined the impact of Google Trends and Twitter data on 

forecasting the number of dengue fever cases in regions with 

different levels of internet penetration. The influence of 

Google Trends data on the DF case numbers has also been 

studied by [15]. Google Trends has also been used to observe 

disease behavior [16]. In addition, Google Trends has been 

employed for predicting outbreaks [17], forecasting the 

number of disease cases, including dengue fever [12] , Lyme 

disease [18], and Hand, Foot, and Mouth Disease [19]. 

Regarding the approach used, several recent methods that 

are widely utilized include LSTM [9][20]. Although LSTM 

is considered effective, it still has some weaknesses for 

forecasting Dengue Fever (DF). Therefore, LSTM has been 

developed in combination with other hybrid methods [13]. 

Another method is CNN, which has been applied to time 

series data, though it is less effective for medium- and long-

term forecasting. Additionally, there are approaches such as 

Seq2Seq [14] and Wavelet-Neural Network. Beyond deep 

learning, many studies still employ mathematical  approaches 

[7][8][10]. Mathematical approaches, when combined with 

deep learning, can enhance performance compared to when 

they stand alone. Thus, in this paper, the weaknesses of 

LSTM will be addressed by the strengths of ARIMA to 

improve forecasting performance.  

III. METHODS 

The research stages in this paper are shown in Figure 1.  

A. Data Acquisition 

The data used in this study includes the number of dengue 

fever cases, as well as climate data such as temperature, 

humidity, rainfall, and wind speed, along with Instagram 

social media data. The dengue fever case data for Malang 

Regency were obtained from the Malang Regency Health 

Office. Climate data from dataonline.bmkg.go.id. Social 

media data was obtained through scraping from Instagram 

accounts with keywords related to dengue fever. The data 

collected includes dates and descriptions from some 

accounts. All data are presented in daily form for the period 

from January 1, 2022, to June 30, 2023. 

B. Data Pre-processing 

This stage produces an output dataset divided into training 
and testing sets. Data pre-processing includes checking for 
missing values and filling in any gaps. Additionally, social 
media data is selected based on keywords. The social media 
data obtained from Instagram initially includes all data. In this 
study, only data containing one or more of the keywords 
dengue fever, DF, Aedes, Aegypti, and dengue were selected. 
The data selection was checked based on the captions 
extracted. 

C. Correlation Test 

The correlation results will be assessed to determine if 
there is a statistically significant relationship between dengue 
fever case data and social media data. The level of the 
relationship between variables is assessed based on the 
Pearson correlation test value [21]. 

D. Train-Test Data Partition 

The collected data is divided into training and testing sets, 

with 80% allocated for training and 20% reserved for testing. 

[21].  

E. Modeling and Forecasting by ARIMAX 

The steps in ARIMAX modeling and forecasting include: 

E.1   Stationarity Test 

The stationarity test is conducted using the Augmented 

Dickey-Fuller (ADF) test [12]. Data is considered stationary 

if the p-value is <0.05. 

Additionally, by examining the Autocorrelation Function 

(ACF) and Partial Autocorrelation Function (PACF) graphs 

based on the visible lag patterns, a dataset can be considered 

stationary if there is a significant decrease in ACF and PACF 

lags. The ACF and PACF plots are also used to determine the 

p and q orders that will be used in the ARIMAX model 

development [12]. 

 

 
Fig.  1. Framework of the research stages conducted in this study 



E.2   Differencing Data 

A non-stationary time series must be transformed into 

stationary data through the differencing process. If the data 

does not yet meet the stationarity criteria, the differencing 

process can be repeated until stationary data is obtained  [12].  

 

E.3 Forecasting with ARIMAX 
 The ARIMAX forecasting process uses five scenarios. 
The first scenario involves using the developed model to 
perform ARIMAX forecasting on the dengue fever case data 
from the Health Office, using climate data as an exogenous 
variable. The second scenario forecasts using dengue fever 
case data from the Health Office with social media data as an 
exogenous variable. The third scenario involves forecasting 
dengue fever case data using data from the Health Office, 
incorporating both climate data and social media data as 
exogenous variables. The fourth scenario forecasts are based 
solely on the dengue fever case data from the Health Office. 
The fifth scenario involves forecasting using only social 
media data. Additionally, forecasting for the next four months 
will be carried out. This stage aims to produce forecasts of 
dengue fever cases and the residuals from the ARIMAX 
method, which will serve as inputs for the LSTM method. 

F. Modeling and Forecasting with LSTM 

The next step is to apply the hybrid method using the 

residual or error values generated from the ARIMAX 

forecasting as input for LSTM. The steps involved include: 

 

F.1   Normalization, Adjustment, and Data Partitioning 

The normalization of ARIMAX residual data is carried 

out using the MinMax Normalization method [9]. After 

normalizing the residual data, the next step is to transform it 

into a format that is suitable for LSTM prediction. This is 

done using the sliding window method. The residual data is 

divided into several time windows, each consisting of several 

adjacent residual data points.   

 

F.2 LSTM Model Design 

The Long Short-Term Memory (LSTM) model utilizes 

the Rectified Linear Unit (ReLU) activation function. ReLU 

is selected due to its effectiveness in addressing non-linear 

problems, leading to favorable outcomes. Additionally, other 

parameters are based on the best model from the study [13], 

such as the optimization function using Adaptive Moment 

Estimation (Adam), with a units parameter set to 64, epochs 

set to 200, and a batch size of 64.  

 

F.3 Forecasting with LSTM 
In this stage, the residual data obtained from ARIMAX is 

forecasted using the LSTM model. Additionally, residual 
forecasting is conducted for the next four months. The results 
of the LSTM forecasting are then denormalized or returned to 
their original values. The purpose of this stage is to produce 
residual data forecasts using the Long Short-Term Memory 
(LSTM) method. These forecasts will be used for the next 
stage of forecasting with the Hybrid ARIMAX-LSTM 
method. 

G. Forecasting with Hybrid ARIMAX-LSTM 

This process is performed using equation (1). 

Additionally, forecasts are made for the next 120 periods (4 

months). 
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H. Forecasting Performance 

The effectiveness of the Hybrid ARIMAX-LSTM 
forecasting model is assessed by calculating the SMAPE 
(Symmetric Mean Absolute Percentage Error), RMSE (Root 
Mean Squared Error), and MAE (Mean Absolute Error) 
values  [12][21].  

IV. RESULTS AND DISCUSSION 

The conventional data obtained is shown in Figure 2. The 
data in Figure 2 exhibit fluctuations, but the range of values 
remains small, between 0 and 12, with only one period 
reaching a value of 26. This occurred in January, during the 
rainy season and an outbreak of Dengue Fever.   

The stationarity test using the Augmented Dickey-Fuller 

Test on the conventional Dengue Fever case data from the 

Health Office shows a p-value of 0.004, which is less than the 

specified alpha of 0.005, indicating that the data is stationary. 

Therefore, differencing is not necessary [12].   

To obtain forecasting results, experiments were 

conducted in five scenarios as shown in Table I. The 

performance of the forecasting results for both training and 

testing data, using ARIMA/ARIMAX in each scenario, is 

shown in Table II. Table II shows that Scenario 5, which 

involves only social media data, has the best performance 

compared to the other scenarios that involve conventional 

data. Similarly, Scenarios 2 and 3, which include social media 

data as exogenous variables, also perform well, although the 

differences are not very significant. Forecasting using the 

ARIMAX model indicates that the data does not exhibit 

significant trends or seasonal movements. The forecast 

values remain constant throughout the forecasted time period, 

without showing dependence on actual values.  

 
TABLE  I.  EXPERIMENT SCENARIOS FOR MODEL EVALUATION 

Sce-

nario 

Data Used for Dengue 

Fever (DF) 

Exogenous Variables 

1 Conventional DF Data 
from Health Office 

Rainfall, humidity levels, and 
wind speed 

2 Conventional DF Data 

from Health Office 

Social media data 

3 Conventional DF Data 
from Health Office 

Rainfall, humidity levels, wind 
speed, and social media data 

4 Conventional DF Data 

from Health Office 

Previous period conventional DF 

data 

5 Social media data Previous period social media data 

 

Fig.  2.  Time-series distribution of reported conventional DF cases 



TABLE II.  FORECASTING PERFORMANCE USING ARIMA/ARIMAX 

MODELS IN EACH SCENARIO 

Model 

Training Testing 

RM 

SE 
SMAPE MAE 

RM 

SE 
SMAPE 

MA

E 

ARIMAX 2.19 26.78% 1.65 3.00 58.77% 2.73 

ARIMAX 2.18 26.78% 1.64 3.02 58.90% 2.75 

ARIMAX 2.19 26.60% 1.64 3.02 58.89% 2.75 

ARIMA 2.18 26.77% 1.65 3.02 58.90% 2.75 

ARIMA 0.51 11.54% 0.15 0.19 3.64% 0.04 

 
TABLE III.  RESIDUAL FORECASTING PERFORMANCE USING 

ARIMA/ARIMAX-LSTM MODEL IN EACH SCENARIO 

Sce-

nario 

Model 

ARIMAX 
HYBRID 

ARIMAX-LSTM 

RM 

SE 
SMAPE MAE 

RM 

SE 
SMAPE MAE 

1 3.01 58.77% 2.73 1.71 53.08% 1.53 

2 3.02 58.90% 2.75 1.71 53.34% 1.55 

3 3.02 58.89% 2.75 1.72 53.26% 1.55 

4 3.02 58.90% 2.75 1.71 53.34% 1.55 

5 0.19 3.64% 0.04 0.19 3.64% 0.04 

 

Moreover, forecasting results using conventional dengue 

fever case data without exogenous variables do not yield 

better outcomes than forecasting scenarios using climate and 

social media data as exogenous variables. These results 

cannot yet be compared to others because no similar forecast 

has been made using Instagram data. The residual plots of the 

forecasting results using Scenarios 3 and 5 are shown in 

Figure 3. 

The residuals appear irregular and noisy because there are 

nonlinear patterns or sudden events. The LSTM forecasting 

results using ARIMAX/ARIMA residual data for several 

scenarios are shown in Figure 4. The residual forecasting 

results using LSTM were then combined to obtain the final 

forecast. The hybrid ARIMA-LSTM forecasting results for 

the three scenarios are presented in Figure 5, while the 

performance is summarized in Table III. From Table III, it 

can be observed that the Hybrid ARIMAX-LSTM model 

provides lower SMAPE values than the ARIMAX model in 

all scenarios. Regarding the impact of using exogenous 

variables such as climate data and social media data, the 

smallest SMAPE value in the forecast results is found in 

Scenario 1, which uses climate data as the exogenous 

variable. 

Additionally, the SMAPE value in scenarios using social 

media data as an exogenous variable does not yield better 

results than those in Scenario 1. This suggests that the 

inclusion of Instagram social media data does not 

significantly impact the SMAPE value when combined with 

climate variables. For Scenario 4, which involves forecasting 

using conventional dengue fever case data without exogenous 

variables, it is evident that the SMAPE value is not improved 

over that in Scenario 1, which utilizes climate data as the 

exogenous variable. This indicates that using climate data as 

an exogenous variable can provide better performance than 

Scenario 4. These findings are consistent with research 

conducted by [13] and [21]. Scenario 5 cannot be used as a 

forecasting reference because the correlation value between 

conventional dengue fever data and social media data is 0.11, 

indicating a weak positive relationship, making it unsuitable 

for use as a forecasting reference.  

To assess the robustness of the model, experiments were 

also conducted on data with weekly and monthly periods in 

addition to daily data. The comparison of SMAPE across 

different time period scenarios on a weekly basis is shown in 

Table IV. Table IV shows that the Hybrid ARIMAX-LSTM 

model provides lower SMAPE values than the ARIMAX 

model across all scenarios for weekly data. The forecast with 

the smallest SMAPE value is found in Scenario 3, which uses 

climate data and social media data as exogenous variables. 

When comparing the SMAPE values between Scenario 1 and 

Scenario 2, Scenario 2 has a larger SMAPE value than 

Scenario 1, indicating that forecasting with climate data as an 

exogenous variable yields better performance compared to 

using social media data as an exogenous variable.  

In Scenario 3, dengue fever cases were forecasted using 

exogenous variables that included both climate data and 

social media data. The results from Scenario 3 show a 

significant decrease in SMAPE value compared to Scenarios 

1 and 2. This suggests that incorporating social media data as 

an exogenous variable yields improved performance when 

combined with climate data. For Scenario 4, which involves 

forecasting using conventional dengue fever case data 

without exogenous variables, the SMAPE value remains 

unchanged from that in Scenario 2. This suggests that using 

social media data as an exogenous variable does not yield 

better performance than when exogenous variables are 

included, which can enhance forecasting accuracy. 
 

TABLE IV.  RESIDUAL FORECASTING PERFORMANCE USING 

ARIMA/ARIMAX-LSTM ON WEEKLY DATA 

Sce-

nario 

Model 

ARIMAX 
HYBRID 

ARIMAX-LSTM 

RM 

SE 
SMAPE MAE 

RM 

SE 
SMAPE MAE 

1 51.63 47.43% 25.25 25.12 32.97% 11.06 

2 14.78 41.99% 12.56 11.21 37.70% 9.37 

3 46.25 46.95% 23.5 22.71 28.52% 9.94 

4 15.44 42.61% 13.13 11.12 37.23% 9.12 

5 0.9 77.08% 0.81 0.9 77.08% 0.81 

 

 
Fig.  3  Residual Forecast Plot for Dengue Fever Cases using ARIMAX Model for  (a) Scenario 3, (b) Scenario 5 



 
Fig.  4. Residual Forecast Plot for Dengue Fever Cases using LSTM Model for  (a) Scenario 3, (b) Scenario 5 

 
Fig.  5. Forecast Plot for Dengue Fever Cases using ARIMAX - LSTM model for (a) Scenario 2, (b) Scenario 3, (c) Scenario 5 

TABLE V.  RESIDUAL FORECASTING PERFORMANCE EVALUATION OF 

ARIMAX AND ARIMAX-LSTM  HYBRID MODEL USING MONTHLY DATA 

Sce-

nario 

Model 

ARIMAX HYBRID ARIMAX-LSTM 

RM 

SE 
SMAPE MAE 

RM 

SE 
SMAPE MAE 

1 61.64 44.43% 57.50 48.35 38.12% 42.01 

2 77.56 44.22% 65.75 64.62 37.83% 50.25 

3 54.46 41.21% 48.25 42.98 35.49% 35.50 

4 80.82 45.62% 70.50 64.65 35.96% 48.25 

5 10.58 54.17% 10.50 10.22 45.83% 10.01 

 
The performance of the hybrid model using monthly 

period data is presented in Table V. As shown in Table V, the 
Hybrid ARIMAX-LSTM model yields lower SMAPE values 
than the ARIMAX model across all scenarios. The forecast 
with the smallest SMAPE value is found in Scenario 3, which 
uses climate data and social media data as exogenous 
variables. When comparing the SMAPE values between 
Scenario 1 and Scenario 2, Scenario 1 has a larger SMAPE 
value than Scenario 2, indicating that forecasting using social 
media data as an exogenous variable yields better performance 
compared to using climate data as an exogenous variable. The 
results from Scenario 3 show a decrease in SMAPE value 
compared to Scenarios 1 and 2. This suggests that 
incorporating social media data as an exogenous variable 
yields improved performance when combined with climate 
data. 

Subsequently, the forecasting using conventional dengue 
fever case data without exogenous variables for Scenario 4 
shows that the SMAPE value is not superior to that of Scenario 
3. This suggests that the inclusion of exogenous variables can 
lead to better performance than Scenario 4, which does not 
incorporate exogenous variables. This finding is consistent 
with the results reported by [21].  It helps mitigate social 

media bias and data sparsity caused by unrepresentative users 
by integrating non-social media data and data augmentation 
techniques. 

V. CONCLUSION 

In general, the Hybrid ARIMAX-LSTM model 
demonstrates superior performance in forecasting dengue 
fever cases compared to the ARIMAX model alone. The use 
of exogenous variables generally improves forecast 
performance. Climate exogenous variables alone generally 
yield better performance than social media alone. However, 
when used together, they produce even better performance. 
This suggests that climate variables can enhance 
performance, and Instagram social media variables will 
further improve forecasting performance when combined 
with climate exogenous variables. The combined use of 
exogenous variables yields better performance than using 
them separately. It can help mitigate biases and data sparsity 
in social media analysis, which arise from unrepresentative 
user populations, dominance of certain groups, limited data 
volume, and uneven data distribution, by incorporating non-
social-media data through data triangulation and data 
augmentation 

For future development, the Hybrid ARIMAX-LSTM 
model and the combination of exogenous variables can be 
tested with more varied data training and testing proportions. 
This is necessary to examine the consistency of the findings. 
Additionally, other hybrid models can be used to further 
improve performance. The results of this experiment can be 
considered when using Instagram social media data for 
forecasting the spread of case numbers. Instagram social 
media data can serve as an alternative data source to 
complement the conventional data available from health 
offices or hospitals.   
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