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ABSTRACT 

This paper proposes a novel clustering optimization method 
for wireless sensor networks (WSNs) that integrates a 
reinforcement learning–based decision transformer (DT) with a 
dynamic cluster head selection strategy. The primary objective 
is to extend the network’s operational lifetime by jointly 
optimizing the First Node Death (FND) and the average node 
lifetime. This approach enhances both the initial stability and 
long-term performance of the network. At each round, 
information such as the number of alive nodes, residual energy, 
node locations, and inter-node communication distances is 
utilized to minimize energy imbalance, thereby maintaining 
efficient clustering throughout network operation. Extensive 
simulations and experiments demonstrate that the proposed 
method consistently outperforms existing techniques across 
various network sizes, node densities, and energy configurations. 
These results highlight the method’s adaptability, efficiency, and 
scalability. Moreover, it requires no additional parameter tuning 
to sustain optimal clustering performance, making it well suited 
for practical WSN applications. Overall, the proposed method 
offers a robust and scalable solution for efficient WSN 
management. 

Keywords – Clustering, Decision Transformer (DT), lifetime, 
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I. INTRODUCTION 

Wireless sensor networks (WSNs) are composed of a 
number of sensor nodes, each collecting and processing 
environmental data with limited energy and transmitting it to 
a Base Station (BS). Energy consumption in the data 
transmission process directly affects the network life, and the 
clustering technique is used as a representative way to 
improve it. Clustering is a structure that divides the network 
into several clusters, and one Cluster Head (CH) in each 
cluster aggregates data and transmits it to the BS, which 
distributes traffic load and reduces the transmission distance 
to increase energy efficiency. However, the efficiency varies 
depending on various factors such as CH selection criteria, 
node distribution, distance, energy state, and network change. 
Therefore, existing fixed clustering has limitations in that 
excessive load is concentrated on some CHs because it is 
difficult to adapt to the dynamic environment, and network 
life is shortened due to energy imbalance and data loss. 

Early representative clustering techniques sought to 
shorten the transmission distance and reduce energy 
consumption by selecting CHs according to the node's 
residual energy or probabilistic criterion. However, existing 
clustering-based routing protocols of such a simple approach 
have the following limitations. First, energy consumption of 
some nodes is concentrated because the energy distribution of 
the entire network is not comprehensively considered [1], [2]. 

Second, the distance or spatial imbalance between nodes is 
not sufficiently reflected, resulting in load imbalance and 
shortening network life among CHs [3], [4]. Third, it is 
difficult to adapt in real time to environmental changes such 
as network topology changes or residual energy changes of 
nodes [5], [6]. Accordingly, there is a need for an adaptive 
clustering technique that can operate efficiently even in a 
dynamic network environment. 

To cope with such problems, recently, clustering based on 
Reinforcement Learning (RL) has been actively investigated. 
RL is a method of learning the optimal behavioral policy 
based on reward signals without labeled data and is suitable 
for WSN clustering in that it can operate efficiently even in 
uncertain and nonlinear environments. However, traditional 
RL methods frequently cause inefficient CH selection while 
performing random exploration in the early stages of learning. 
In the case of WSNs, the energy of the node is consumed 
every round, so the initial wrong exploratory choice 
immediately deepens on the energy imbalance and leads to 
poor performance of the entire network. In addition, as the 
number of nodes in the network increases, the state space 
expands exponentially, resulting in a scalability problem that 
rapidly slows down the learning speed [7]. 

This study proposes a RL-based WSN clustering 
framework that combines a Decision Transformer (DT) and 
Dynamic Cluster Head selection [8]. DT converts the 
sequential decision-making problem of RL into a transformer 
structure and utilizes Replay Buffer and Target Network to 
ensure learning stability and efficiency. Since learning is done 
based on experience data stored in Replay Buffer, it 
minimizes unnecessary energy waste by random exploration 
and improves initial energy efficiency, First Node Death 
(FND), and average node lifetime at the same time. In 
addition, it provides high adaptability to environmental 
changes, so it can be applied immediately without re-learning 
when the number of nodes, batch area, and 
transmission/reception energy model are changed.  

The proposed model dynamically selects a CH using an 
equation considering the node's location, distance, and energy 
state in each round, while maintaining an appropriate CH 
ratio in the initial stage to prevent energy imbalance in the 
second half and maximize the average node lifetime. The DT 
structure can operate efficiently even in large-scale WSN 
environments due to its fast-learning speed and low 
computational complexity. The proposed model of this study 
aims to overcome the limitations of existing RL-based 
clustering and achieve scalability, adaptability, and energy 
efficiency in various network environments at the same time. 
In addition, this study shows an increase of up to 893.46% in 



FND performance and up to 174.41% in the average node 
lifetime compared to the existing model. 

II. RELATED WORK 

The clustering technique of WSNs has recently developed 
into an intelligent model using RL, starting from a simple 
probabilistic method in the early days. In this section, we will 
look at LEACH, HEED, and GEECS, which are 
representative classical clustering techniques, LEACH-RLC 
and DQN, which are RL-based techniques, and finally, the 
Decision Transformer (DT) model proposed in this study. 

A. Classical clustering techniques  

In classical WSNs, clustering techniques play a key role in 
extending network life and improving energy efficiency. 
Representative protocols include Low Energy Adaptive 
Cluster Hierarchy (LEACH), Hybrid Energy-Efficient 
Distributed Cluster (HEED), and Greedy Energy-Efficient 
Cluster Scheme (GEECS). LEACH maintains overall energy 
consumption at a constant level by autonomously becoming 
a CH with nodes at a certain probability and distributing 
traffic loads through periodic CH re-elections. However, if all 
nodes have the same initial energy, performance is degraded 
in large or non-uniform environments because distance-based 
transmission costs or environmental imbalances are not 
considered [9].  

To improve this, the hybrid energy efficient distributed 
clustering (HEED) repeatedly selects CH by considering the 
residual energy and communication cost of the node together. 
HEED improves energy efficiency and network life by 
allowing clusters to be configured with only local information, 
but there is a limitation in that control message overhead 
occurs in the repetitive CH selection process and the cluster 
reconfiguration period is fixed, resulting in poor adaptability 
to dynamic environmental changes [3]. The proposed GEECS 
then modeled the CH selection process as a multi-armed 
bandit (MAB) problem and combined the improved ε-greedy 
search strategy with K- means-based clustering to improve 
energy efficiency. However, this approach suffers from some 
nodes are likely to be over selected during the ε-greedy search, 
and that adaptability may be limited if the network 
environment is rapidly changing [10]. 

B. Reinforcement Learning-Based Cluster Techniques 

To overcome these limitations, RL based clustering 
techniques have been proposed. RL is a method of learning 
optimal policies that maximize rewards through interaction 
with the environment, which has the advantage of enabling 
autonomous decision-making even in nonlinear and abnormal 
WSNs environments. Among them, Low-Energy Adaptive 
Clustering Hierarchy with RL-based Controller (LEACH -
RLC) defines the CH selection problem as the Markov 
Decision Process (MDP) and is designed to learn optimal 
behaviors that maintain network connectivity while 
minimizing energy consumption. In addition, energy 
distribution can be managed in a more balanced way than the 
existing stochastic approach by combining it with a Mixed 
Integrated Linear Programming (MILP)- based optimization 
model, but due to the centralized learning structure and 
limited state representation, the scalability and learning 
efficiency are reduced in large networks [11].  

Later, Deep Q-Network (DQN)-based clustering has been 
improved to enable learning even in a continuous state-action 
space by combining deep learning with RL and 
approximating Q-values with neural networks. DQN 
effectively reduced transmission distance and energy 
consumption by dynamically determining CHs by learning 
node location, energy state, and distance information as 
inputs [12]. However, there are limitations in which energy 
imbalance and FND performance fluctuations occur due to 
unstable exploration in the early stages of learning. 
Subsequently, LEACH-RLC secured initial stability but had 
limitations in improving overall lifespan, and DQN improved 
average lifespan but showed contradictory characteristics due 
to low learning stability. 

In summary, classical models such as LEACH and HEED, 
GEECS laid the foundation for early WSN clustering with a 
simple and efficient structure, but there was a limitation in the 
lack of dynamic environment response. RL-based techniques 
that emerged to overcome this improved performance 
through autonomous learning but still did not completely 
achieve the balance of stability and scalability. Accordingly, 
a RL model combined with a Transformer-based structure 
was applied to WSN clustering. 

III. SYSTEM MODEL 

The WSN covered in this study is composed of sensor 
nodes with limited energy resources, and the network life is 
determined by data transfer and clustering strategies between 
nodes. For the proposed RL-based clustering research, the 
system model of WSNs is largely defined as a network model 
and an energy model. 

A. Network Model 

In this study, a WSN composed of N sensor nodes as 
shown in Fig. 1 is considered. It is assumed that sensor nodes 
are 𝐿 ×  𝐿 square sensing area, and a single BS exists in a 
fixed position outside the sensing area. All sensor nodes have 
limited initial energy and are composed of nodes with the 
same hardware and communication capabilities. Each node 
periodically senses its surroundings and then transmits data 
to the CH of its cluster. The CH removes duplicates through 
the data aggregation process collected within the cluster, 
merges them into one packet, and transmits it to the BS. 

The network model considered in this study was tested 
under the following assumptions. 

 The node has a fixed position and the same initial energy. 
In addition, the sensor node may perform data collection and 

Fig. 1.  WSNs Network Model. 



intra-cluster transmission functions. 

 The network is clustered on a round-by- round basis, and 
in each round, a RL-based model dynamically selects a CH, 
nodes send data to the CH, which aggregates and delivers it 
to the BS. 

 All nodes can communicate directly with the BS, 
minimizing the transmission distance through clustering, and 
calculating the data transmission distance as Euclidean 
distance. 

B. Energy Model 

In WSNs, energy consumption of each node occurs in the 
process of data transmission and reception, and based on this, 
the network life is evaluated. In this study, an electromagnetic 
displacement model is used, and the energy consumption of 
each node is defined as follows. This model considers both a 
free-space model and a multi-path fading model and applies 
different path loss indices according to the transmission 
distance. The transmission energy 𝐸௧௫(𝑘, 𝑑)  when 
transmitting bit-sized data by a distance is defined as follows: 

𝑬𝒕𝒙(𝒌, 𝒅) =  ቊ
𝒌𝑬𝒆𝒍𝒆𝒄 + 𝒌𝜺𝒇𝒔𝒅𝟐, 𝒅 < 𝒅𝟎,

𝒌𝑬𝒆𝒍𝒆𝒄 + 𝒌𝜺𝒎𝒑𝒅𝟒, 𝒅 ≥ 𝒅𝟎.
 (1) 

In this case, the received energy is as follows: 

𝑬𝒓𝒙(𝒌) = 𝒌𝑬𝒆𝒍𝒆𝒄,  (2) 

where, 𝐸௘௟௘௖  is the energy consumed by the transmission and 
reception circuits, and 𝐸௙௦ , 𝐸௠௣   is the transmission 
amplification coefficient in the free space and multi-path 
model, respectively. Also, the critical distance 𝑑଴  is 𝑑଴ =

 ට
ఌ೑ೞ

ఌ೘೛
. Based on this energy model, this study performs the 

selection of the CH based on RL considering the residual 
energy and transmission efficiency of the node in each round 
and is designed to maximize the network life. 

IV. METHOD 

 

Fig. 2 shows how the Decision Transformer model works 
in the WSN environment. Unlike other RL methods, DT uses 
replay buffer to predict behavior based on a predetermined 

result from the initial exploration and receive rewards 
accordingly. In addition, for dynamic CH selection, the 
method which is given in the LEACH model is recalculated 
according to the current state. 

Table Ⅰ, lists the core reinforcement learning hyper-

parameters that govern the learning stability, fusion behavior, 
and exploration efficiency of the proposed model. 

A WSN is a design consideration where network life is 
important due to limited energy resources, and clustering 
techniques are widely used for efficient energy management, 
which evenly distributes energy consumption among nodes 
and optimizes data transmission paths to improve the overall 
stability and sustainability of the network. In addition, the 
effectiveness of clustering depends on certain conditions such 
as cluster density and distance from the node's BS. Therefore, 
CH selection considering distance and space between nodes 
is important in the clustering process [13], [14].  

The following formula modifies and applies the formula 
that determines the number of CHs to fit the dynamic 
clustering environment, thereby selecting the number of CHs 
and improving energy efficiency in the data transmission 
process [15]. 

𝑲𝒐𝒑𝒕 =  ට
𝒏𝒂𝒍𝒊𝒗𝒆

𝟐𝝅
∙ ට

𝑬𝒇𝒔

𝑬𝒎𝒑
∙

𝑴

𝒅𝑩𝑺
  (3) 

In this case, the network size according to the current node 
follows the following formula 𝑀. 

𝑴 =  ඥ𝑴𝒙  ∙ 𝑴𝒚   (4) 

𝑴𝒚 = 𝟐 𝐦𝐚𝐱
𝒊

|𝒚𝒊 − 𝒚𝑩𝑺|  (5) 

𝑴𝒚 = 𝟐 𝐦𝐚𝐱
𝒊

|𝒚𝒊 − 𝒚𝑩𝑺|  (6) 

𝐾௢௣௧ refers to the number of CHs, which is changed in real 
time by the current number of surviving nodes of 𝑁௔௟௜௩௘, the 
size of the network according to the current node of 𝑀, and 
the average distance between the node of 𝑑஻ௌ and the BS, 
thereby maintaining the WSN clustering efficiency over time. 
Also, each node 𝑛௜  periodically calculates a distance 
𝑑(𝑛௜, 𝑥) to the BS and a CH set 𝐶𝐻 = 𝐶𝐻ଵ, 𝐶𝐻ଶ , … , 𝐶𝐻௞೚೛೟

. 

After that, the node selects an object that satisfies the 
following minimum distance condition and becomes a 
Cluster Member (CM) accordingly or communicates directly 
to the BS. Equation (7) is a key factor in minimizing the 
transmission of energy and extending the lifetime of the entire 
network. 

𝒙∗ = 𝐚𝐫𝐠 𝐦𝐢𝐧
𝒙∈(𝑪𝑯∪𝑩𝑺)

𝒅(𝒏𝒊, 𝒙)   (7) 

The reward function of RL proposed later is designed 
based on energy balance and energy efficiency and aims to 
improve the stability and lifespan of the network by 
optimizing both elements at the same time. The formula of 
the reward function is as follows: 

Energy balance: It is a key factor in FND delay and 
overall network life extension in WSNs. If energy 
consumption is unbalanced, some nodes are consumed early, 
accelerating the FND time, and reducing network 
connectivity and data transmission reliability. Therefore, 
maintaining energy balance is a prerequisite for distributing 

Discount factor (𝛾) 0.99 
Learning rate 10ିଷ 

Batch size 32 
Replay buffer size 10,000 

Exploration rate (𝜖) 0.05 

 Table Ⅰ.  Reinforcement Learning Hyperparameters 

Fig. 2.  Decision Transformer Framework. 



WSNs loads and securing communication stability. 

𝑬𝒃𝒂𝒍𝒂𝒏𝒄𝒆 = 𝑽𝒂𝒓(𝑬𝒊) + 𝐦𝐚𝐱(𝑬𝒊) − 𝐦𝐢𝐧(𝑬𝒊) (8) 

Energy efficiency: It is important to extend network life 
by minimizing energy consumption in WSNs with limited 
battery resources. Efficient energy use reduces 
communication distance and retransmission between nodes 
and distributes the energy burden each round by optimizing 
the CH selection and data transmission process. This 
simultaneously improves the stability of data transmission 
and network operation efficiency; thus, enabling sustainable 
operation of WSNs with energy balance. 

 

∆𝑬𝒂𝒗𝒈 = 𝑬ഥ𝒑𝒓𝒆𝒗 −  𝑬ഥ𝒄𝒖𝒓𝒓𝒆𝒏𝒕,
𝟏

𝑵
∑ 𝑬𝒊

𝑵
𝒊ୀ𝟏   (9) 

 

In this study, the state includes the location, residual 
energy, and cluster information of each node; therefore, the 
action is defined as the selection of the CH determined by the 
number of dynamic clusters per round. The reward function 
is designed to reflect alive nodes, energy balance, and data 
transmission efficiency at the same time, and the performance 
of the proposed model is evaluated in terms of FND and 
average node lifetime.  

V. EXPERIMENT 

The experimental environment was conducted in the same 
environment as Table Ⅱ, except for the number of nodes, 
space size, and initial energy of the nodes.  

The clustering process proceeds as shown in Fig. 3 and 
according to the above-defined equation, the number of CHs 
is dynamically adjusted according to the number of surviving 

Fig. 3.  Clustering process. 

Fig. 5.  Average consumed energy of our model, DQN, and LEACH-
RLC. 

Fig. 4.  Relative energy levels of existing models, DQN and LEACH-
RLC, compared to the proposed model. 

Table Ⅱ.  WSN experimental environment. 



nodes in the state of WSNs, the distance between the node 
and the BS, and the space in which the node exists. Each node 
is connected to the nearest CH or BS to transmit data, and the 
CH aggregates the collected data and delivers it to the BS. 

In Fig. 4, The reward values of DQN fluctuated up to 
approximately 20 times more than those of DT during the 
initial learning stage due to unstable policy evaluation in early 
RL [16]. It refers to a phenomenon in which the reward 
estimate is greatly affected due to the insufficient learning of 
policies and value functions in the initial stage of RL. When 
performing RL-based clustering in a WSN environment, the 
initial FND performance is also unstable because some nodes 
are selected as CHs under unfavorable conditions in the initial 
exploration stage, or because the value function estimation is 
inaccurate, when clustering selection with low energy 
efficiency is repeated. In addition, the initial exploration 
process that does not sufficiently reflect various states such 
as node location, residual energy, and communication 

distance also affects instability of FND. Therefore, prior 
learning using the DT's replay buffer plays an important role 
in the initial FND stabilization of RL-based clustering in 
WSNs.  

Fig. 5 shows the average energy consumption per round of 
each model. The main reason why the average node lifetime 
of the RLC model is lower than that of the DT model is that 
the energy consumption is about twice as high. High energy 
consumption acts as a major factor in reducing the overall 
survival rate of the network by accelerating the depletion of 
residual energy of the node, which is consistent with the 
results of previous studies that show that energy efficiency is 
directly related to node viability.  

As can be seen in Fig. 6 and Fig. 7, the existing DQN 
model showed a similar level of FND and average node 
lifetime to the proposed model in a small space, but the FND 

Fig. 6.  The number of survived nodes, average node lifetime, and first node death for the proposed model, DQN, and LEACH-RLC (100 nodes, 100×100
m², initial energy of 0.5J)  

Fig. 7.  The number of survived nodes, average node lifetime, and first node death for the proposed model, DQN, and LEACH-RLC (1,000 nodes, 500×500
m², initial energy of 2.0J)  

Table Ⅲ.  FND rounds and average alive nodes of the proposed model, DQN, and LEACH-RLC for various environments. 



performance sharply deteriorated in an environment where 
some nodes are likely to die even in the initial stage due to 
the large space. This is due to the initial learning instability of 
DQN and the problem of some nodes being excessively 
selected during the exploration process. The LEACH-RLC 
model has limited performance due to its low energy 
efficiency in a small space but maintained minimal FND 
performance even when the space increased. This is because 
early energy consumption of some nodes was mitigated 
through MILP-based optimization and dynamic CH selection.  

On the other hand, the proposed model stably achieved 
high FND and average node lifetime regardless of changes in 
space size and network density. It is shown that node survival 
and overall network life can be optimized simultaneously 
even in various WSN environments by incorporating 
dynamic clustering and an energy-balance-aware reward 
function that distributes the communication load evenly 
among nodes and prevent excessive energy consumption 
even in the initial exploration stage, i.e., clustering by 
calculating equations according to the network state at every 
moment without additional parameter adjustment. Therefore, 
the results of this experiment support that the proposed model 
is a practical and scalable solution for WSN clustering. 

Table Ⅲ, presents FND rounds, average node lifetime, and 
performance improvements across experiments. The 
proposed model consistently outperforms existing methods, 
adapting effectively to changes in node count and network 
size. This demonstrates its high efficiency, adaptability, and 
scalability for WSN clustering. 

VI. CONCLUSION 

In this study, RL-based WSN clustering framework was 
proposed to effectively overcome the limitations of the 
existing static clustering and DQN-based models. The 
proposed model improved not only energy efficiency but also 
overall network life by integrating the dynamic cluster head 
selection and multi-target reward structure using decision 
transformer. As a result of the experiment, the performance 
improved stably compared to the existing model in the First 
Node Death (FND) and average node lifetime, and consistent 
results were confirmed for various numbers of nodes and 
space sizes. In addition, the proposed model effectively 
distributed energy depletion due to round progress by 
considering energy efficiency and balance at the same time 
and showed the performance of extending the FND and 
average node lifetime by up to twice or more compared to the 
previous model. High adaptability and robustness were 
secured even in various environmental conditions such as 
node density, placement area, and initial energy change. 
Taking together, the framework of this study proved that it 
operates stably even in dynamic environments while 
simultaneously improving energy efficiency and network life 
and provides a foundation that can be practically applied to 
large-scale IoT and smart sensor networks in the future.  
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