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Abstract—With the rapid development of social media,
abusive and offensive speech online has become increasingly
serious. To enhance the safety of cyberspace, this study proposes
a novel hybrid model, Tri-RoBiAtt. Tri-RoBiAtt enriches
language representations by combining the outputs of
RoBERTa’s last three layers, employs a dual-channel BiLSTM
for language modeling, and wuses a learnable attention
mechanism to dynamically adjust weights according to context
and focus on key tokens. In addition, we incorporate the LIME
interpretability method to reveal the model’s decision logic and
thereby improve transparency and credibility. Experimental
results show that Tri-RoBiAtt achieves 87% accuracy and an
83% macro-average F1 on the English OLID corpus, and 83%
accuracy and an 83% macro-average F1 on the Chinese COLD
corpus. These findings indicate that Tri-RoBiAtt can effectively
capture subtle semantic shifts and attains strong classification
performance on both English and Chinese datasets, providing
an innovative and reliable technical solution for offensive speech
classification.
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1. INTRODUCTION

With the rapid popularization of social media, platforms
such as Twitter, Facebook, Instagram, and emerging platforms
such as Threads and TikTok have not only become important
channels for obtaining information and exchanging opinions,
but have also triggered the spread of hate and offensive speech

[1].

Offensive speech poses serious harms at both individual
and societal levels. It can trigger short-term anxiety,
depression, anger, and helplessness and, if left unaddressed,
may lead to long-term psychological trauma, particularly
among psychologically immature adolescents who face
elevated risks of self-harm or suicide [2]. At the societal level,
hate speech directed at specific groups can inflame online
tensions and, in extreme cases, precipitate real-world violence.
To mitigate these risks, an automated offensive-speech
classification system that leverages text-analysis techniques
can detect and intercept harmful content in real time, limit its
spread.

Recent research has focused on using deep learning
models to detect hateful and offensive speech on social media.
Khan etal. (2022) proposed BiCHAT, which combines BERT,
CNN, and BiLSTM with a hierarchical attention mechanism
to effectively identify hateful tweets [3]. Subsequent studies

have introduced various hybrid models, such as Aljohani et al.
(2024), who combined CNN, attention layers, and a random
forest for Arabic text classification [4]; Mahajan et al. (2024)
with EnsMulHateCyb, which leverages multiple RNN base
models and heterogeneous fusion methods [5]; Kibriya et al.
(2024), who used a multi-layer deep architecture combined
with explainable Al techniques to analyze model performance
[6]; Kothuru et al. (2025), who applied OLS feature selection
with the SBILSTM-MAM model to improve accuracy [7]; and
Gashe et al. (2024), who created an Ambharic hate speech
dataset and used SBi-LSTM for classification [§].

This study proposes a hybrid model, Tri-RoBiAtt, which
integrates multiple technologies for offensive text. The model
combines the hidden states of the last three layers of
RoBERTa and uses BiLSTM to capture the dependencies
between texts. It also focuses on key information through the
attention  mechanism, improving the classification
performance. To verify the effectiveness and stability of the
method, we conducted training and testing on two public
corpora, English and Chinese. In addition, in order to explore
the internal operating mechanism of the model more deeply,
This study adopts the Local Interpretable Model-agnostic
Explanations (LIME)[9] to make the decision process more
transparent and provide rich interpretation insights.

The main contributions of this study are as follows:

(1) A new hybrid model called Tri-RoBiAtt is proposed,
which successfully integrates RoBERTa, BiLSTM, and
attention mechanism.

(2) Comparison of English text models: we conducted an in-
depth comparison of the RoBERTa, DistilBERT and
ToxicBERT models for multi-class English offensive speech
text to explore their respective advantages and disadvantages.

(3) Chinese text model analysis: A detailed comparison of
Chinese texts was conducted to analyze the performance
differences between the Chinese-RoBERTa-WWM-Ext,
MacBERT, and ERNIE 3.0 models in offensive speech
classification.

(4) Explore explainable Al methods such as LIME to reveal
the decision logic within the model, thereby improving the
transparency and credibility of the results.



II.  PROPOSED TRI-ROBIATT MODEL

2.1 Architecture of the proposed model

This study conducted training and testing on two public
corpora, English OLID and Chinese COLD. First, the original
text was pre-processed for standardization. The English part
included converting all letters to lowercase, expanding
abbreviations (such as "can't" to "cannot"), removing URLs,
punctuation and extra spaces, while the Chinese part reduced
corpus noise by converting simplified to traditional Chinese,
normalizing spaces, and appropriately segmenting Chinese
words, removing URLs and punctuation to ensure the integrity
of language features. Next, the processed English and Chinese
texts are input into the pre-trained language models
RoBERTa-base and HF/CHINESE-RoBERTa-WWM-EXT
respectively to obtain deep semantic representations. In order
to make full use of language features at different levels, the
model extracts features from the last three hidden states of
RoBERTa and concatenates them in the feature dimension,
enabling it to integrate semantic information at different
depths and improve text representation capabilities. The
concatenated vector is then input into the BiLSTM layer,
which learns the forward and backward dependencies,
enabling the model to better capture the semantic coherence
and structural information of the text. Furthermore, the
importance weight of each time step is calculated through
global soft attention, and the output of BILSTM is weighted
summed to obtain a context vector that can focus on key
information. Finally, the vector is regularized by the Dropout
layer to reduce the risk of overfitting, and finally classified by
the fully connected layer. Figure 1 shows the model
architecture proposed in this study.

®  Multi-layer feature fusion: Extract features from the
last three hidden states of ROBERTa and concatenate them
in dimensions to achieve effective fusion of semantic
information at different depths.

®  Sequence dependency modeling: BiLSTM is used to
simultaneously capture the forward and backward
dependencies of text, enhancing semantic coherence and
structural information learning.

® Focus on key information: Through global soft
attention, weighted summation is performed according to
the importance of the time step to highlight key contextual
information.
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Figure 1 Architecture of study

2.2 Corpus

OLID (Offensive Language Identification Dataset) was
created by SemEval-2019 Task 6 [10]. The main purpose of
this dataset is to identify offensive language on Twitter. The
training set contains 13,240 tweets and the test set contains

Macro-Average
Model Acc P R F1
RoBERTa 86% 84% 79% 81%
DistilBERT 85% 83% 78% 80%
ToxicBERT 83% 79% 80% 80%
Tri-RoBiAtt 87% 84% 83% 83%

860 tweets, for a total of 14,100 tweets.

COLD (Chinese Offensive Language Dataset) was
collected and released by Deng et al. in 2022 [11] to study and
analyze offensive language in Chinese social media. This
dataset comes from texts on Chinese social platforms such as
Weibo, covering a wide range of offensive speech, including
insults, discrimination, hatred, etc. The training set has 25726
tweets and the test set has 5323 tweets.

2.3 Preprocessing

For English preprocessing, the text is first converted to
lowercase to eliminate case sensitivity, and contractions.fix is
applied to expand abbreviations (for example, “don’t” is
transformed into “do not”) in order to preserve semantic
integrity. Subsequently, URLs, punctuation marks, and
redundant spaces are removed to produce cleaner input. For
Chinese preprocessing, OpenCC is employed to convert
simplified Chinese into traditional Chinese to ensure language
consistency, followed by the use of regular expressions to
normalize whitespace and remove URLs and punctuation.
Finally, the jieba toolkit is applied for word segmentation,
dividing the text into structured tokens suitable for subsequent
analysis.

2.4 Models

This study compares its proposed method with baseline
models in both English and Chinese. For English, RoOBERTa
improves upon BERT by focusing on masked language
modeling, DistilBERT reduces complexity through
knowledge distillation while retaining much of BERT’s
performance, and ToxicBERT is fine-tuned to detect toxic and
hateful content. For Chinese, Chinese-RoBERTa-WWM-Ext
enhances learning with whole word masking, MacBERT
introduces dynamic masking and improved word
representations, and ERNIE 3.0 integrates external knowledge
and cross-modal learning to strengthen contextual
understanding.

2.4.1 The last three layers of hidden state concatenation
Use RoBERTa to return the last

Hea = [H" B HY] 4o gl hidden states and
concatenate the vectors of these three layers along the last
dimension  Heonear — [H12); HOD, 0] ¢ grx(168:3)
The dimension becomes: Heencst € B™*™  Thig can fuse
semantic features at different levels together to capture deeper

three layers



language information, while also expanding the feature
dimension and improving the performance of downstream
tasks.

2.4.2 BiLSTM

Forward LSTM computes a new hidden state at each time
step based on the current input and the hidden state of the
previous time step. First, determine which new information
should be stored in the cell state through input gate calculation;
then determine which past information needs to be discarded
through forget gate calculation; thirdly, determine what
information to output from the cell state through output gate
calculation; at the same time, use the tanh function to generate
new candidate cell state information; combine with the forget
gate and input gate results to update and retain necessary long-
term dependency information; finally, calculate the final
hidden state based on the updated cell state and output gate.

Backward LSTM processes the input in reverse order, and
uses information from future time steps to make predictions.
Its calculation steps are similar to forward LSTM, but in the
opposite direction, allowing the model to capture the impact
of future scenarios on the current state.

2.4.3 Global soft attention and Classifier layer

Dynamically assign different importance weights to the
LSTM hidden state at each time step in the entire input
sequence. First perform a linear transformation on each hidden
state to calculate the attention score, where is the weight
matrix in the attention mechanism and is the bias vector of the
attention mechanism. Then use the softmax function to
normalize all into probability distributions to ensure that each
falls between 0 and 1 and the sum is 1; finally, a context vector
that integrates the entire sequence information is obtained
through weighted summation, dynamically adjust the model's
attention allocation based on the needs of the current decoding
or prediction step. Finally, the context vector after dropout is
sent to the fully connected layer to calculate the probability
distribution of the two categories.

III.  RESULTS

3.1 Results for OLID

This study uses RoBERTa, DistilBERT, ToxicBERT,
and the proposed Tri-RoBiAtt model on the English dataset
OLID to evaluate the performance of the modelS in Non-
Oftensive and Offensive text classification. Table 1 shows the
performance of the models in terms of overall accuracy,
precision, recall and F1 score.

Among them, RoBERTa shows a high precision rate
when identifying non-offensive text, but the recall rate for
offensive text is relatively insufficient; DistilBERT uses
knowledge distillation technology to compress the model size,

Macro-Average

Ref. Acc. P R Fi

[12] 853% | 82.1% | 80.8% 81.4%
[13] 74.5% - - 73.5%
[14] 84% - - 79%
[15] 77.89 % 72%
[16] 82% 81% 71% 73%
[7] 81.25% | 73.91% | 72.83% 72.77%
. 87% |  84% | 83% 83%

but the overall performance is not better than other models;
and ToxicBERT, which is fine-tuned for harmful content,
does have advantages in identifying harmful content, but the
balance between positive and negative samples still needs to
be optimized. Finally, the Accuracy, Macro-Average-
Precision, Macro-Average-Recall and Macro-Average-F1-
score from the proposed Tri-RoBiAtt model were 87%, 84%,
83% and 83%, respectively, which further improved the
ability to capture potentially offensive features in text.

Table 1 The performance of the models on the English dataset OLID

3.2 Results for COLD

This  study uses Chinese-RoBERTa-WWM-Ext,
MacBERT, ERNIE 3.0, and the proposed Tri-RoBiAtt model
on the Chinese dataset COLD. These models are pre-trained
and optimized for Chinese language characteristics, aiming to
capture the implicit semantics and subtle grammatical
structures in Chinese texts. Experimental results (Table 2)
show that each model achieves good recognition results when
processing Chinese text, but in the classification of Non-
Offensive and Offensive samples, their respective precision
rate, recall rate, F1 score and other indicators are slightly
different. Chinese-RoBERTa-WWM-Ext shows higher
accuracy in identifying non-offensive text, while MacBERT
has a better recall rate in capturing offensive remarks; ERNIE
3.0 uses knowledge integration technology to maintain stable
classification performance in processing more complex
contexts. The Tri-RoBiAtt model proposed in this study has
Accuracy, Macro-Average-Precision, Macro-Average-Recall
and Macro-Average-F1-score of 83%, 82%, 83% and 83%
respectively, which further improves the ability to capture
potentially offensive features in text.

Table 2 The performance of the models on the Chinese dataset COLD

Macro-Average
Model Acc p R F1
Chinese-
RoBERTa- 82% 82% 83% 82%
WWM-Ext
MacBERT 82% 82% 83% 82%
ERNIE 3.0 83% 82% 83% 82%
Tri-RoBiAtt 83% 82% 83% 83%
3.3 Comparison with SOTA

Table 3 shows a comparison of OLID among related
literature. The Tri-RoBiAtt proposed in this study has reached
87%, 84%, 83% and 83% in accuracy, Macro-Average-
precision, Macro-Average-recall, and Macro-Average-F1-
score, respectively, in the English classification task. The
results were better than methods such as CNN, RoBERTa
fine-tuning, HateBERT, FastText embedded LSTM, BiGRU
combined with FastText, and Random Forest used in other
studies. Tri-RoBiAtt integrates multiple feature extraction and
attention mechanisms in the model architecture, which can
more comprehensively capture the semantic and emotional
information in the text to improve the performance of
classification.

Table 3 The comparison of OLID



Table 4 shows a comparison of COLD among related
literature. The Tri-RoBiAtt proposed in this study achieved
83%, 82%, 83% and 83% in accuracy, Macro-Average-
precision, Macro-Average-recall and Macro-Average-F1-
score, respectively in the Chinses classification task, which is
better than the models and methods used in other studies. The
RoBERTa+Bi-GRU+ Multi-Head Attention proposed by Xu
and Liu [17] also shows its advantages by leveraging
RoBERTa's powerful pre-trained language understanding
capabilities, BiGRU's extraction of pre- and post-sequence
information, and the multi-head attention mechanism to
capture features from multiple angles.

Table 4 The comparison of COLD

Macro-Average

Ref. Acc. P R Fl

[11] 81% 80% 82% 81%
[17] 82.931% | 82.26% 83.44% 82.84%
[18] 81.87% - - 79.09%
[19] 82.46% - - -
[20] 80.65% | 80.12% 81.36% 80.29%
e 83% |  82% 83% 83%

3.4 Interpreting classification results using LIME

Figure 2 shows the visualization of LIME’s explanation
of the decision process of the English text classification
model. The bar chart on the left side of the figure reflects the
impact of each word on the final classification result: the red
bar indicates that the word prompts the model to classify the
text as Offensive, while the blue bar indicates that it tends to
promote the judgment of Non-Offensive. As can be seen from
the figure, the word fuck has the longest red bar, which
clearly shows that it is the main factor that drives the sentence
to be judged as offensive language; although other words
such as type, me, saying and about also show positive effects,
their influence is relatively light; in contrast, up, the, speak,
of and cool have less influence, and even tend to reduce the
judgment of aggressiveness. The probability graph on the
right shows that the model considers the sentence to be
offensive with a probability of 77%, which further verifies
the distribution of the influence of each word in the bar graph
on the left. This visual explanation not only helps us
intuitively understand the model's sensitivity to keywords in
the decision-making process, but also provides valuable basis

for further optimizing the text classification model.
LIME Explanation
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Figure 2 The visualization of LIME’s explanation of the English text

Figure 3 shows the process of judging offensive
Chinese text through the LIME explanation model. The word
"disgusting" has the longest red bar, indicating that it has the
greatest impact on the model's judgment of the text as
offensive; "prodigal son" and "woman" also show positive
effects, although the impact is less. The chart on the right
shows the final prediction result of the sentence. The model
judged the text as offensive with a probability of 99%, and
non-offensive with only 1%. This is consistent with the
influence distribution of sensitive words in the bar chart on
the left, fully reflecting the degree of reliance of the model on
keywords in the judgment process.
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Figure 3 The visualization of LIME’s explanation of the Chinese text

IV. CONCLUSION AND FUTURE WORK

This study proposes an innovative hybrid model-Tri-
RoBiAtt for the problem of aggressive language
classification. This model combines the hidden states of the
last three layers of the RoBERTa model, the bidirectional
long short-term memory network (BiLSTM), and the
attention mechanism to more accurately capture subtle
changes in semantics. This combination takes advantage of
deep context embedding and enhances the model's ability to
model dependencies in language sequences, thereby
demonstrating higher accuracy and robustness than other
models when processing complex and varied expressions in
language.

Detailed tests were conducted on two data sets, OLID
and COLD. On the OLID dataset, the Tri-RoBiAtt model
achieved an accuracy of 87% and a macro-average F1 score
of 83%; while in the COLD dataset, the model also achieved
an accuracy of 83% and a macro-average F1 score of 83%,
both significantly better than the existing baseline model.
These results fully demonstrate that by combining
RoBERTa's deep context understanding capabilities,
BiLSTM's sequence dependency modeling, and the role of
the attention mechanism in key information extraction, the
performance of offensive language detection can be
significantly improved. This study also introduces the LIME
(Local  Interpretable = Model-agnostic ~ Explanations)
explanatory method. In-depth analysis of the decision-
making logic made by the model when processing input text
reveals which words or sentences play a decisive role in the
final classification result, improving the transparency of the
model. This study not only proposes a hybrid model that
performs well in offensive language classification tasks, but
also improves the transparency and credibility of the model
by introducing interpretive technology, providing an
innovative and effective technical solution for online hate
speech detection.
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