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Abstract—The rapid advancement of digital technology and 

artificial intelligence is driving significant transformations in the 

fields of music education and creation. This study addresses the 

challenges and hardware limitations of the traditional Theremin 

by introducing an innovative virtual Theremin system 

(eTheremin). The system integrates gesture tracking technology 

(MediaPipe) with an AI-powered timbre generation model 

(NSynth). It offers intuitive pitch and volume control while 

incorporating local soundscapes to promote cultural heritage and 

seamlessly combine education with entertainment, creating a 

novel musical interface. The research focuses on three primary 

objectives: 1. Exploring the educational impact of the virtual 

Theremin on pitch training. 2. Evaluating the developmental 

potential of gesture-controlled systems for musical performance. 

3. Analyzing the integration of local soundscapes for cultural 

promotion and application value. This study is currently 

underway. Through experimental testing and user feedback, it 

examines the system's stability, learning effectiveness, and user 

experience. The findings aim to establish a new design framework, 

providing fresh insights for the broader application of virtual 

instruments in music education and creative practices. 

Keywords—eTheremin, education, hand tracking, AI, 

soundscape  

I. INTRODUCTION  

With the rapid development of digital technology and 
artificial intelligence, the landscape of music creation and 
education is undergoing significant transformation. 
Traditional methods of learning musical instruments are 
gradually being replaced by virtual and interactive 
technologies, providing music learners with more diverse 
opportunities. The Theremin, an instrument controlled 
through hand gestures to manipulate pitch and volume, has 
been widely admired since its invention for its unique 
contactless performance method and enduring popularity. 
However, the traditional Theremin’s weight, cost, and the 
instability of self-assembled hardware present limitations for 
its broader application in music education.  

This study leverages the Unity platform, integrating 
MediaPipe hand tracking technology and the NSynth artificial 
intelligence timbre generation model to design a virtual 
Theremin (eTheremin) with both performance and pitch-
training functionalities. The system offers real-time gesture-
based control of pitch and volume, supported by an intuitive 
operational logic—where the height of the right hand 
determines pitch and the vertical movement of the left hand 
adjusts volume. By aligning these features with music 
education theories and incorporating real-time keyboard 

position visualization, the system enables users, particularly 
beginners, to objectively and effortlessly develop pitch 
perception in practical scenarios. Furthermore, the system 
integrates soundscapes and cultural information from the 
Tainan region, combining music education with cultural 
promotion to create an innovative edutainment experience. 

The objectives of this study include: (1) exploring the 
educational impact of the virtual Theremin on pitch training, 
(2) evaluating the musical performance potential of gesture-
based controls, and (3) analyzing the practical value of 
integrating soundscapes with local cultural elements. This 
research aims to provide a novel design framework for the 
educational and creative applications of virtual instruments, 
promoting their broader adoption in the music domain. 

II. LITERATURE RIVIEW 

Since its invention by Léon Theremin in the early 20th 

century, the Theremin has garnered widespread attention in 

the fields of art, technology, and music due to its contactless 

performance technology, maintaining enduring popularity 

[1]. However, the hardware design of the traditional 

Theremin demands high sensitivity and stability of its 

antenna while typically being quite bulky and heavy, making 

it challenging to promote as a public teaching aid, particularly 

for small-scale educational purposes [2]. With the 

popularization of sensing technology, these limitations can 

now be addressed through virtualization technology, enabling 

broader accessibility. For example, smartphones or regular 

cameras can be used to capture hand gestures, with tracking 

systems simulating the playing of the Theremin. However, 

most existing research has yet to integrate a wider variety of 

timbre options or fully utilize the Theremin’s unique 

educational potential. 

Virtualization technology aids Theremin practice by 

reducing errors and making the learning process more 

intuitive [3]. Additionally, correlating hand height with 

pitch—where higher hand positions correspond to higher 

pitches—aligns with the well-known logic of pitch 

perception in Kodaly's music education theory. Furthermore, 

integrating visual keyboard displays can enhance learners’ 

spatial memory and immediate feedback capabilities for pitch 

locations, further improving pitch training outcomes. 

Artificial intelligence technologies have also been widely 

applied in music generation and analysis, with the NSynth 

model’s advantages in multi-timbre generation being well-

established [4]. Research suggests that AI-generated musical 
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content can dynamically and engagingly attract learners, 

allowing them to develop musical perception skills 

effortlessly [5]. However, current research primarily focuses 

on timbre-related aspects and has not fully explored practical 

applications that integrate humanistic dimensions, such as 

using AI-generated audio with the Theremin for pitch training 

tools or combining soundscapes with local cultural elements. 

Soundscapes refer to recordings of natural sounds and 

human environments from specific regions. These sound 

materials are rich in cultural significance, deepening the 

contextual meaning of music education. Studies indicate that 

applying soundscapes in music creation and education not 

only helps learners understand the relationship between 

sound and the environment but also fosters cultural identity 

and supports cultural preservation [6]. In recent years, 

soundscape-related topics have gained increasing attention in 

Taiwan, with many cases successfully incorporating 

soundscapes into music teaching to achieve positive 

outcomes. However, these studies have not yet integrated 

artificial intelligence technology to further enhance their 

applications. 

Soundscapes refer to recorded natural sounds and human 

environments from specific regions, forming sound materials 

rich in cultural significance that can deepen the contextual 

meaning of music education. Studies indicate that the 

application of soundscapes in music creation and education 

not only helps learners understand the relationship between 

sound and the environment but also fosters cultural identity 

and supports cultural preservation [6]. In recent years, topics 

related to soundscape have arisen in Taiwan, and there are 

many cases where they have been integrated into music 

teaching and achieved good results. However, these studies 

did not integrate artificial intelligence technology to further 

enhance its applications. 

Multisensory learning theory suggests that synchronized 

visual, auditory, and kinesthetic stimuli can produce stronger 

and more efficient learning outcomes [7]. Virtual instrument 

designs that combine gesture control, visualized keyboards, 

and dynamic auditory feedback provide multidimensional 

support for music education. Based on this theory, the 

eTheremin designed in this study emphasizes intuitive 

gesture control of pitch and volume while integrating 

soundscapes to seamlessly merge cultural and educational 

objectives. 

III. METHODOLOGY  

The system aims to enhance users' sound perception 
through virtual eTheremin game-like somatosensory methods, 
including pitch perception and instrument recognition, as well 
as plans to connect artificial intelligence sound libraries and 
soundscape adjustments (Fig. 1-4). The following is the 
structure of system integration, including parts A-E below. 

a) Hardware and Software Environment 

Platform and Tools: The system is developed using 

Unity 2021.3.0f1, integrated with the MediaPipe Unity 

Plugin for gesture tracking. It runs on a Windows 11 

environment, leveraging an RTX 4070 GPU to support 

real-time computation and sound generation. Audio data 

is sourced from the NSynth model and stored in a local 

sound effects database. 

 

 
Fig. 1.  Example of system operation eTheremin performance 

b) Virtual Theremin Modules 

Performance Mode: The right hand controls pitch, 

while the left hand controls volume. Users can switch 

timbres via buttons or ropdown menus. 

Pitch Training Mode: Players perform gestures to 

match the correct pitch and timbre as prompted by the 

system. 

Soundscape Functionality: Integrate the soundscape of 

Tainan’s scenic spots and display cultural and 

geographical information to enhance user engagement. 

In addition, local flavor icons and photos of the location 

where the soundscape was recorded are displayed to 

enhance the user’s local cultural experience (Fig. 5). 

c) Sound Data Processing 

Sound Generation: The NSynth model is used to 

generate eight major timbre categories (e.g., guitar, 

keyboard, synthesizer) and their subcategories. The 

sound effects are encoded into JSON format, mapping 

pitch, volume, and timbre information. 

Dynamic Control Logic: Unity scripts are implemented 

to respond in real time to gesture data transmitted by the 

MediaPipe Plugin, dynamically adjusting pitch, volume, 

and timbre. 

 

Fig. 2. eTheremin user interface diagram 

 

Fig. 3. Users can see their own performance 
 



 

Fig. 4. The correct answer is presented at the end of the game 

 
Fig. 5. Example of soundscape display in user interface with local 

characteristics 

d) AI Applications 

Player Behavior Data Collection: Tracks players' 

accuracy and reaction time during pitch training mode, 

utilizing AI to analyze individual performance and adjust 

game difficulty accordingly. 

Personalized Learning Path Design: Automatically 

generates tailored pitch training content based on AI 

model results to meet individual player needs. 

e) Experimental Design 

Participants: Divided into preliminary expert test 

reports and general user test results. The current stage is 

expert testing. 10 experts with music background have 

been tested. It is expected that a total of 30 professionals 

with music learning background will participate. 

Statistical data analysis will be conducted, and the 

system will be modified based on opinions. After that, 

30-50 players with non-music background will be 

opened for testing, which is the goal of the second phase 

(Table I, II). 

Test Items: 

• System stability and sound response speed. 

• Evaluation of learning outcomes in the pitch 

training mode. 

• Effectiveness of the soundscape functionality in 

promoting cultural education. 

Data Collection and Analysis: A combination of 

qualitative and quantitative analysis is conducted 

through questionnaires and system-generated records.  

IV. RESULTS AND DISCUSSION 

 1. System Performance Evaluation 

The current latency for pitch and volume control falls 

within an acceptable range for users' natural perception. 

Further rigorous objective evaluations will be conducted 

to reduce the average control latency during performance 

to less than 30ms, meeting the requirements for real-time 

performance. Additionally, efforts will be made to 

stabilize the timbre-switching speed to within 50ms to 

ensure a seamless user experience without noticeable 

lag. 

TABLE I.  GENERAL USER QUESTIONNAIRE FORM DESIGN 

(CURRENTLY) 

    

 

 

 

 

  

 

 

 

  

 

 

 

 
TABLE II.  EXPERT QUESTIONNAIRE FORM DESIGN 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. User Experience Feedback 

Multiple participants with a musical background noted 

that the virtual Theremin offers superior pitch control 

accuracy compared to its physical counterpart. They also 

highly appreciated the diversity of timbre options. 

Planned collaboration with faculty from the General 

Education Center will enable broader testing among non-

musical background users. Feedback and results will be 

collected through questionnaires, providing insights into 

general user experiences. It is anticipated that the pitch 

training mode will enhance users' musical perception 

 

 



abilities and receive recognition for its edutainment 

design. 

3. Effectiveness of AI Applications 

After public testing, the system will analyze user 

experiences to evaluate the percentage improvement in 

pitch identification accuracy and timbre selection 

accuracy facilitated by AI-assisted edutainment features. 

The differences between the two will be observed, and 

the impact of personalized learning paths on improving 

user interest and focus in music training will be assessed. 

Questionnaire feedback will include users' impressions 

of the integrated audiovisual interaction experience 

provided by the soundscape functionality. If 

predominantly positive responses are received, the 

system will be deemed effective in subtly fostering 

users’ understanding and recognition of Tainan's local 

culture. 

4. Research Contributions and Future Outlook 

This study integrates AI and gesture control 

technologies, pioneering new applications for the virtual 

Theremin. The system not only serves music education 

purposes but also shows potential for expansion into 

performing arts and cultural promotion. Future plans 

include incorporating more soundscape data and 

exploring the use of deep learning models to further 

enhance the intelligence of pitch training. 

V. CONCLUSION 

This research addresses these challenges by designing 

and implementing a virtual theremin system (eTheremin) 

based on gesture control and artificial intelligence 

technology that can overcome the disadvantages of pitch 

control and hardware stability of traditional theremin. From 

this point of view, the system's intuitive operating logic, real-

time keyboard prompt show practical activities and timbres 

offered in a mechanical and sharing way make novices have 

the opportunity to develop the sense of pitch in immersive 

activities. Additionally, the system integrates aspects of 

Tainan's local soundscape and culture to serve as an effective 

prop that not only promotes music education but also helps 

to enhance cultural awareness and identity. Preliminary test 

results show that users with professional music backgrounds 

gave good evaluations of the system's pitch control accuracy 

and timbre diversity, and users with non-music backgrounds 

also expressed enjoyment in the game-based learning mode. 

The AI-driven personalized learning path design further 

enhances users’ learning engagement and music perception. 

In the future, the system will continue to optimize response 

speed and timbre switching performance and combine deep 

learning technology to further improve the level of intelligent 

pitch training. In summary, this study opens up new 

possibilities for the application of virtual instruments in 

education, creation, and cultural promotion, and provides a 

reference model for subsequent research and development in 

related fields. 
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