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Abstract—This study analyzes the performance of domain-
specific Large Language Models (LLMs) for the medical field
by integrating Retrieval-Augmented Generation (RAG) systems
within a Federated Learning (FL) framework. Leveraging the
inherent advantages of FL, such as preserving data privacy
and enabling distributed computation, this research explores
the integration of RAG systems with models trained under
varying client configurations to optimize performance. Exper-
imental results demonstrate that the FL-based models integrated
with RAG systems consistently outperform their non-integrated
counterparts across all evaluation metrics. This study highlights
the potential of combining FL. and RAG systems for developing
domain-specific LLMs in the medical field, providing a scalable
and privacy-preserving solution for enhancing text generation
capabilities.

Index Terms—Federated Learning, Large Language Models,
RAG, Fine-tuning

1. INTRODUCTION

The advancement of LLMs [1] has significantly expanded
the scope of natural language processing (NLP) tasks such
as text comprehension, reasoning, and generation. These tech-
nologies are particularly impactful in domain-specific appli-
cations like medical, where generating contextually accurate
and relevant information is critical. However, the centralized
paradigm of LLM training and deployment, which consoli-
dates data onto a single site, faces significant challenges in
sensitive domains. The inherent sensitivity of medical data and
stringent regulatory requirements amplify concerns regarding
data privacy, security, and scalability, limiting the applicability
of LLMs in medical.

FL offers a promising alternative by enabling collabora-
tive model training across decentralized data sources while
ensuring that data remains on local devices. FL provides a
robust framework for safeguarding data privacy and achieving
scalability, making it particularly effective for sensitive data
environments.

Meanwhile, RAG [2] systems enhance both information
retrieval and text generation performance. RAG systems re-
trieve relevant information from external knowledge bases
and utilize it to generate contextually enriched and accurate
responses. This capability is particularly valuable in domain-
specific applications such as medical, where integrating up-to-

date knowledge and context is critical. However, most existing
RAG systems are designed for centralized architectures, and
their application in decentralized FL environments remains
underexplored.

This study compares four approaches to integrating LLMs
with RAG systems: centralized LLM [3], centralized LLM
with RAG [4], federated LLM [5], and federated LLM with
RAG. The study proposes a federated LLM framework that
leverages client-specific RAG systems to enable decentralized
retrieval and generation optimized for local datasets. This
integration adheres to the privacy-preserving principles of FL
while ensuring effective performance in heterogeneous client
environments.

The experiments were conducted using the Medical
Meadow Flashcards dataset and the FL framework Flower.
Client-specific RAG systems were integrated using subsets
of the PubMed Central® (PMC) Open Access Subset [6].
While the study utilized open datasets due to the constraints
of accessing real-world medical data, the framework can be
extended to real-world applications using institutional datasets.
This approach protects sensitive medical data while enabling
the generation of contextually appropriate information tailored
to the characteristics of individual client datasets.

The performance evaluation was based on metrics such as
Context Recall, Factual Correctness, Faithfulness, Semantic
Similarity, and Answer Relevancy [7]. The results show that
federated LLMs integrated with RAG systems achieved per-
formance comparable to or exceeding centralized architectures
and outperformed models without RAG integration across all
metrics.

The primary objective of this study is to analyze the impact
of RAG system integration on different learning paradigms,
with a particular focus on maximizing the synergy between
LLMs and RAG systems in FL environments. By comparing
centralized and federated approaches, this research aims to em-
pirically demonstrate whether the integration of RAG systems
into FL frameworks can enhance performance and scalability
while ensuring data privacy.
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Figure 1: A comparison of centralized learning, federated learning in RAG system integration. The arrows indicate the data flow through the model

training process.

II. RELATED WORKS

In this section, we review recent studies on client selection
strategies in FL environments and the integration of FL with
LLMs.

A. Client Selection Strategies in FL

FL is a distributed learning paradigm that enables multiple
clients to collaboratively train a shared global model while
preserving data privacy. By aggregating locally computed
updates, FL ensures scalability and model generalization with-
out sharing raw data, making it a cornerstone of privacy-
preserving collaborative learning. A critical factor in FL is
the number of clients participating in each training round, as
it directly impacts global model performance. The federated
training process involves distributing the global model, per-
forming local training on private data, and aggregating updates
to refine the model over multiple communication rounds.

Recent studies have emphasized the significance of client
selection strategies in enhancing FL efficiency and perfor-
mance. For instance, one study [8] proposed transmitting
only significant updates to optimize communication, while
another [9] highlighted reduced variance with meta-epoch-
based participation. Additionally, tailored participant selection
strategies have been shown to improve training time, commu-
nication efficiency, and model accuracy [10], reinforcing their
importance in optimizing FL systems.

B. FL and LLMs

The intersection of FL and LLMs has garnered significant
attention in recent research [11]. FATE-LLM [12] proposed
an industrial-grade platform enabling FL-based LLM train-
ing, emphasizing parameter-efficient fine-tuning (PEFT) tech-
niques to enhance data privacy and intellectual property pro-
tection. OpenFedLLM [13] evaluated the performance of LLM
training using diverse FL algorithms and strengthened domain-
specific capabilities through Federated Instruction Tuning
(FedIT) and Federated Value Alignment (FedVA). Shepherd
[14] introduced a framework designed to facilitate instruction

tuning in FL environments, addressing the heterogeneity of
instruction data across clients.

While previous studies have explored client selection strate-
gies in FL and fine-tuning LLMs, they have not thoroughly
examined the integration of RAG systems with FL-trained
models. This work addresses this gap by focusing on enhanc-
ing the text generation capabilities of domain-specific LLMs
in the medical field through RAG integration.

We analyze the performance of RAG systems in both
centralized and federated settings, assessing their impact on
text generation and the influence of varying client participa-
tion. Additionally, we present an empirical study correlating
training loss with RAG system integration under different FL
client configurations.

C. Flower Framework

Flower is a server-client-based FL framework that facilitates
decentralized training by enabling clients to perform local
model updates [15], which are then aggregated by the server
to refine a global model. The communication between clients
and the server leverages well-established algorithms such
as FedAvg [16], with the flexibility to implement custom
aggregation strategies tailored to specific research needs. In
this study, Flower was employed to orchestrate the training
of a global medical domain model across distributed client
environments. Its robust support for heterogencous clients
and versatile deployment scenarios made Flower an ideal
choice for addressing the diverse requirements of this research,
particularly in maintaining scalability and adaptability across
varying system configurations.

III. RAG SYSTEM INTEGRATION: METHODS AND WORKFLOW

This section describes the learning methodologies of cen-
tralized and FL environments and outlines the processes
and methodologies for integrating RAG systems into the
trained models. Figure 1 visually compares the architectures
of centralized learning, FL, and their respective strategies for
integrating RAG systems.



In the centralized learning paradigm, all client data are
aggregated onto a single site to train domain-specific LLMs.
While centralized learning offers the advantage of simplified
data integration and model management, it ¢ relies on cen-
tralized data storage and processing, leading to significant
concerns regarding data privacy and security. These issues
are particularly critical in sensitive domains such as medical,
where stringent regulatory requirements and the sensitive
nature of the data exacerbate these challenges.

In contrast, FL distributes data across clients, enabling
model training to run locally within each client’s environment.
Clients independently update their local models using private
datasets and periodically communicate these updates to a cen-
tral server, which aggregates them to produce a global model.
This iterative process continues across multiple communica-
tion rounds until convergence is achieved. FL preserves data
privacy by keeping data localized while enhancing scalability
in distributed environments.

This study systematically compares four approaches by in-
tegrating RAG systems into LLMs trained under each learning
paradigm: (1) centralized LLM, (2) centralized LLM with
integrated RAG systems, (3) federated LLM, and (4) federated
LLM with integrated RAG systems.

The integration process of RAG systems into centralized
and FL environments involves the following stages:

1) Document Processing: To provide context for the RAG
system, 85 PDF files related to the fields of medicine and life
sciences were utilized. These files were sourced from PMC,
a free full-text archive of biomedical and life sciences journal
literature maintained by the U.S. National Institutes of Health
(NIH) and the National Library of Medicine (NLM) [17]. The
PDF files were processed using LangChain’s PyPDFLoader
for content extraction. The extracted content was then seg-
mented into 1000-character chunks with an overlap of 50 char-
acters using the RecursiveCharacterTextSplitter utility
to ensure continuity across the divided text.

2) Search Mechanism: Two retrieval methods were utilized
to identify relevant documents:

« BM25: A traditional text-based retrieval method that
ranks documents based on term frequency and inverse
document frequency [18].

e FAISS: A dense embedding-based retrieval method
that leverages neuml/pubmedbert-base-embeddings
model to retrieve semantically similar documents [19].

o Ensemble Retrieval: To combine the strengths of BM25
and FAISS, an ensemble retriever was configured, assign-
ing 80% weight to BM25 and 20% to FAISS.

3) LLM Integration: The fine-tuned LLM was integrated
into the RAG pipeline using HuggingFace’s text generation
pipeline to manage response generation. Responses were
generated with a maximum length of 512 tokens, and the
temperature was set to 0, ensuring deterministic outputs based
on retrieved contexts for reliable responses.

IV. EXPERIMENTAL SETUP

This section provides a explanation of the experimental
design for both centralized and FL approaches, aimed at
constructing a domain-specific model for the medical domain.
Additionally, it details the method for integrating the RAG
system into each learning paradigm to evaluate performance.

All experiments were conducted in an NVIDIA GeForce
RTX 3090 GPU environment, with both paradigms utilizing
the Mistral 7B model as the base model. To enhance model
efficiency, 4-bit quantization was applied, and the Low-Rank
Adaptation (LoRA) [20] technique was employed to enable
efficient fine-tuning. LoRA was configured with an r-value of
16 and an alpha of 64.

In the FL approach, the Flower framework was used for
fine-tuning the model. A total of 20 virtual clients were
generated, and for each training round, a predefined number
of clients (2, 4, or 6) were randomly selected to participate
in the training process. The dataset distribution was set
to Non-Independent and Identically Distributed(Non-IID),
with approximately 3.4k Medical Meadow Flashcards [21]
unevenly allocated among clients as follows: [900, 926,

1052, 1064, 1136, 1250, 1319, 1328, 1448, 1524,
1659, 1675, 1877, 1924, 2089, 2144, 2350, 2515,
2627, 3148].

The learning rate was dynamically adjusted using a cosine
annealing function, with hyperparameters set to lrate_mazxr =
5x107° and lrate_min = 1x10~*. The batch size was fixed
at 16, and cross-entropy loss was employed as the loss function
to minimize the discrepancy between the model’s output and
the actual labels. Training was conducted for a total of 100
rounds.

In the centralized learning approach, the concept of rounds
used in FL was not applicable. Instead, the model was trained
on the entire dataset using a single server. The batch size was
set to 16, and training was conducted over 3 epochs, resulting
in a total of 6369 steps. The learning rate was configured at
5 x 107°, and a cosine annealing scheduler was applied for
learning rate adjustment.

For both learning paradigms, the fine-tuned models were
integrated with RAG systems. To evaluate the performance of
the RAG system, the toolkit ragas [22] was employed, which
is specifically designed for evaluating LLMs applications.

V. EXPERIMENTAL RESULTS

This section analyzes (1) Training Loss, (2) performance
outcomes in RAG system integration, and (3) the correlation
between training loss and performance outcomes in RAG
system integration across different learning paradigms.

The evaluation of Training Loss was centered on statistical
metrics such as the maximum, minimum, mean, and median
values. Regarding RAG system integration, models trained
under the FL paradigm with 2, 4, and 6 clients were evaluated
using performance metrics including Context Recall, Factual
Correctness, Faithfulness, Semantic Similarity, and Answer
Relevancy.
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Figure 3: Training Loss under Federated Learning (Non-IID)

TABLE I: Summary of Training Loss by Learning Paradigm

Learning Paradigm | Maximum | Minimum | Mean | Median
Centralized Learning 0.6975 0.3962 0.4952 | 0.4869
2 Clients 0.6928 0.2442 0.4420 | 0.4439
4 Clients 0.7030 0.2502 0.4313 | 0.4405
6 Clients 0.7044 0.2392 0.4291 | 0.4328

A. Training Loss Analysis

FL consistently demonstrated lower training loss metrics
compared to centralized learning. Figure 2 illustrates the
training loss trajectory for centralized learning, while Figure 3
depicts the training loss for FL with 2, 4, and 6 training clients.
Notably, as shown in Table I, the FL paradigm significantly
reduced minimum and mean loss values across all configura-
tions, demonstrating its model optimization capabilities.

For example, the centralized learning paradigm recorded a
mean loss of 0.4952 and a minimum loss of 0.3962, whereas
the FL paradigm achieved a mean loss of 0.4420, 0.4313,
and 0.4291 for 2, 4, and 6 clients, respectively. Similarly,
the minimum loss in federated setups was markedly lower,
with values of 0.2442, 0.2502, and 0.2392 for the respective
client configurations. These findings highlight the ability of FL
to better capture distributed data characteristics and optimize
model performance.

Additionally, increasing the number of clients in the fed-
erated setup further improved the training loss metrics. The
6-client configuration demonstrated the lowest overall mean
and minimum loss values, suggesting that higher client partic-
ipation contributes to more effective aggregation and learning.
This outcome underscores the scalability of FL systems, which
benefit from diverse and distributed data sources.

In conclusion, the FL paradigm outperformed centralized
learning in terms of reducing training loss. This result empha-
sizes the potential of FL as a robust approach for distributed
optimization, particularly in scenarios where data heterogene-
ity and privacy preservation are critical considerations.

B. Performance Analysis of RAG System Integration

In the environment integrated with the RAG system, perfor-
mance evaluation was conducted using the following metrics
defined as follows:

o Context Recall: Measures how successfully relevant
documents were retrieved from the provided context. This
metric evaluates whether critical information was missed,
with higher values indicating that more relevant context

was included. Context Recall is always computed with
reference to the ground truth data.

o Factual Correctness: Evaluates the factual accuracy of
the generated response by comparing it with the ground
truth data. This metric quantifies the alignment between
the response and the ground truth using Natural Language
Inference (NLI) to decompose both into claims and assess
factual overlap. Scores range from 0 to 1, where higher
scores indicate better factual correctness.

o Faithfulness: Assesses how consistent and factual the
generated response is with respect to the retrieved con-
text. Responses receive high scores if all claims can be
inferred from the given context. Scores range from 0 to
1, with higher values reflecting greater reliability of the
response.

o Semantic Similarity: Measures the semantic alignment
between the generated response and the ground truth.
This metric evaluates the degree of semantic consistency
using a cross-encoder model to calculate scores. Scores
range from 0 to 1, with higher values indicating superior
semantic coherence.

o Answer Relevancy: Evaluates how relevant the gen-
erated response is to the given question. This metric
involves generating a reverse query from the answer and
assessing its cosine similarity with the original question.
Higher scores reflect stronger alignment between the
question and the response.

As shown in Table II, the performance analysis of RAG
system integration demonstrated consistently superior results
across all evaluation metrics in both centralized and FL
paradigms (with 2, 4, and 6 clients). Notably, in the FL
paradigm, the Semantic Similarity met- ric exhibited the most
significant performance improvement across all experimental
scenarios.

When comparing learning paradigms, FL without RAG
integration outperformed centralized learning in Factual Cor-
rectness and Answer Relevancy metrics across all client
configurations (2, 4, and 6 clients). With RAG integration,



TABLE II: Comparison of Settings with and without RAG For models without RAG, Context Recall and Faithfulness are blank as no context is retrieved.

Experiment Scenario Setting Context Recall | Factual Correctness | Faithfulness | Semantic Similarity | Answer Relevancy
2 w/o RAG - 0.1160 - 0.8205 0.9357
w/ RAG 0.5 0.158 0.4364 0.8631 0.9374
4 w/o RAG - 0.1260 - 0.8348 0.9366
w/ RAG 0.5 0.2000 0.4077 0.8736 0.9449
6 w/o RAG - 0.1020 - 0.8177 0.9200
w/ RAG 0.5 0.243 0.5160 0.8760 0.9370
Centralized Learning w/o RAG - 0.096 - 0.8206 0.7449
w/ RAG 0.5 0.137 0.3368 0.8629 0.9508

FL continued to outperform centralized learning, particularly
in Factual Correctness, Faithfulness, and Semantic Similarity
metrics, underscoring its effectiveness in distributed environ-
ments.

Within the FL paradigm, the configuration with 6 clients and
RAG integration achieved the highest performance in Factual
Correctness, Faithfulness, and Semantic Similarity metrics
compared to configurations with 2 or 4 clients. Moreover,
when compared to its counterpart without RAG integration, the
6-client configuration recorded the largest performance gains.
This trend was especially pronounced in Factual Correctness
and Semantic Similarity metrics, which showed a positive cor-
relation with the number of participating clients, demonstrating
improved performance as the client count increased.

One notable point is that the lower training loss in FL is
directly associated with the performance observed in RAG
system integration. Lower training loss reflects the optimiza-
tion of the base model, which appears to enhance its ability
to generate contextually accurate and semantically consistent
responses when combined with the RAG system.

For instance, the FL configuration with six clients achieved
the highest performance in Factual Correctness, Faithfulness,
and Semantic Similarity metrics, while simultaneously record-
ing the lowest training loss in Minimum, Mean, and Median
metrics, as shown in Table I.

These results suggest a positive correlation between training
loss and performance outcomes in RAG system integration, in-
dicating that lower training loss values contribute to improved
response generation capabilities. This finding underscores the
importance of optimizing the base model through FL to
enhance the performance of RAG systems in domain-specific
applications.

VI. CONCLUSIONS

This study presents an empirical analysis of the potential
for integrating FL with RAG systems to develop domain-
specific LLMs in the medical domain. The proposed frame-
work demonstrates its capability to deliver robust and scalable
performance while preserving data privacy, a critical require-
ment in distributed and heterogeneous client environments.

Experimental results reveal that models integrating FL with
RAG systems consistently outperform centralized learning ap-
proaches across all evaluation metrics, with notable improve-
ments in Semantic Similarity and Factual Correctness. Addi-
tionally, the study highlights a positive correlation between

the number of participating clients and model performance,
further validating the scalability and effectiveness of FL in
distributed settings.

This work underscores the viability of integrating FL and
RAG systems as a practical solution for privacy-preserving
and high-performance text generation in sensitive domains
such as medical. The demonstrated framework not only ad-
dresses key challenges in applying LLMs to privacy-sensitive
environments but also establishes a foundation for extending
this approach to other domain-specific applications requiring
robust data privacy and scalability.
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