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Abstract—Penetration testing is one of the methods that is
used to find the exploitable vulnerabilities so that we are able
to fix those vulnerabilities. Intrusion detection system is one of
the defensive systems that needs to be improved all the time to
prevent the intruders or the cyber criminals from bypassing the
detection system and stealing important and valuable information
or data. Nowadays, there are automation tools that are used to
support the adversarial attack on intrusion detection systems.
However, those tools may have some errors that, even if they
can not be detected by intrusion detection systems, they can
be seen by human experts. Including the human experts in the
development of the tool therefore is a way to improve the attack
performance and decrease the errors of the tool. In this study,
we developed a model that mimics normal traffic behavior while
also being capable of evading existing detection systems, with
human expert assistance to improve the performance. The result
of the experiment shows that the model successfully decreases
the detection rate and the performance of the attack is up to
the attack types. Moreover, with the help from the expert in
developing the model and in the attack process, the errors in the
tool are reduced and the performance of the attack is increased.

Index Terms—Human-in-the-Loop, Adversarial crafted traffic,
Machine learning

I. INTRODUCTION

The weakness in the identification and authentication system
can cost a great deal of money to an organization. People
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with malicious intentions use this vulnerability to bypass the
detection system which leads to loss of data or damage to the
system. Therefore, it is important to detect those malicious
attempts in order to prevent them from damaging the system.

With the goal of developing effective threat detection and
prevention systems, artificial intelligence (Al) is implemented
in cybersecurity. Systems with Al are capable of analyz-
ing network traffic, security records, and user behavior to
build baselines, spot abnormalities, and spot possible insider
threats or unauthorized access attempts. Al is also useful
in automating incident response procedures, enabling quick
responses to isolate affected systems, stop malicious activity,
and implement corrective measures.

A sizable number of pre-made algorithms are included in
machine learning, which is a subset of Al that may be applied
to datasets to get insightful data insights. These algorithms
have been improved throughout time to operate on a wide
range of various datasets [1]. ML in cybersecurity is emerging
as the next generation of tools for detecting and preventing
malicious actions by analyzing large volumes of data, iden-
tifying patterns, and detecting anomalies that may indicate
an ongoing attack. Furthermore, leveraging these algorithms
enable system to mitigate malicious action after detecting
them. In addition, the use of ML in the detection system can
be beneficial in various aspects as it is faster, more efficient,



and continuously operating, unlike humans who have limited
energy and resources [2].

On the other hand, the malicious actor continues to develop
new offensive tools to bypass the ML-incorporated detection
systems [3]. ML can also be used to improve offensive strate-
gies by using adversarial attack technique to avoid detection
and exploit vulnerability [4]. While ML algorithms are ef-
fective for improving the performance of these attacks against
current detection systems, they still face some challenges. One
significant challenge is that these improved attacks can be
detected by experts in the cybersecurity field. For instance,
malicious packages in the network might be recognized by
experts who are familiar with various attack methods. By
involving them in the system, they can guide ML to create
attacks that are less noticeable by the experts in defensive
cybersecurity field. Hence, the integration of human expertise
into Al systems becomes crucial.

Human-in-the-Loop (HITL) is a technique that refers to the
integration of human expertise and decision-making within Al
systems. For instance, in the healthcare industry, HITL is also
utilized to help clinicians diagnose medical disorders with the
use of Al systems, with the recommendations of the systems
being verified and improved by human specialists [5]. It is
emphasized in the research that the synergy produced by the
use of HITL approaches, which combines human judgment
with Al, improves decision-making and system flexibility by
overcoming the constraints of each component acting alone
[6].

This research proposes offensive method towards ML de-
tection models using Human-in-the-Loop (HITL) technique
which can improve the attack ability, making the attack blend
with benign package and less visible to the human experts.

The remainder of this paper is organized as follows. Section
2 reviews existing works related to offensive cybersecurity on
machine learning and human-in-the-loop technique. Section 3
explains how our system works. Section 4 presents the metrics
for evaluation. Section 5 presents the results of our experiment
and Section 6 offers conclusions of our study.

II. LITERATURE REVIEW

Machine learning plays a vital role in user and entity
behavior analytics, where they establish baselines of normal
behavior and detect deviations that may indicate insider threats
or compromised accounts. Furthermore, to allow the detection
system to separate suspicious behavior from all actions, ex-
perts applied the classification ML algorithm to the systems
[7].

However, with the trend of AI and ML being used in
defensive cybersecurity, ML is being applied to attacking
techniques on the Offensive side as well in order to improve
efficiency and develop a new method of attacking. Moreover,
to be able to bypass more robust defense systems successfully
as an ML-based detection system, the attacking methods that
can trick the ML anomaly detectors are developed called
‘Adversarial Attacks’.

Adversarial Attacks is an attacking technique that refers to
creating adjustments or modifications made to input data in
order to fool or mislead machine learning algorithms which
can cause the ML model to make an incorrect prediction which
can lead to vulnerabilities in the system. It sometimes involves
inserting precisely constructed adjustments or noise into the
input data, which may be unnoticeable to humans but can
have a major influence on the model’s output. The goal of
adversarial attacks is to exploit vulnerabilities or weaknesses
in the model’s decision-making process, potentially leading
to security breaches or incorrect outcomes. Many research
shows that adversarial attacks are able to break the ML defense
system.

For instance, Ravi Chauhan at el. [8] proposes a model
using Generative adversarial networks to generate adversarial
DDoS attacks that can change the attack profile and can be
undetected. The working mechanism of their attack is to use
a generator to create an adversarial attack, then collect the
detected results from the Intrusion detection system(IDS) and
give the feedback to the attack generator to create a better
result. Li, Heng at el. [9] proposed a new adversarial-example
attack technique as a black-box attack that can evade both
malware detection and adversarial detection to break through
the firewall of the Android malware detection system.

As detection models advance, certain tools have been de-
veloped to deceive these detectors, making attacks appear as
normal traffic. In this research, we have decided to use a tool
called “Traffic Manipulator” [10] as a base to create an attack-
ing model. Traffic Manipulator is an advanced black-box traffic
mutation tool designed to skillfully and resourcefully create
adversarial traffic [10]. Its primary purpose is to outsmart
learning-based Network Intrusion Detection Systems (NIDS)
while maintaining the original functionality of the network.

Similarly, Aritran Piplai at el. [3] proposed Generative
Adversarial Network (GAN) based algorithm to generate data
to train an efficient neural network-based classifier, and then
break their system using adversarial attack. This shows that
even a well-developed classifier can still be vulnerable to
adversarial attacks.

However, creating adversarial attacks in the network do-
main faces significant limitations due to the restricted feature
space available for mutation or modification [11]. Previous
works on developing adversarial attacks often overlook these
constraints, which resulted in their attacks being impractical
and reducing their functionality. Therefore, having an expert
to guide the model on this weakness is crucial for verifying
the validity and correctness of prediction while also improving
the performance of the ML.

For the professional fields that lack training data [12],
human knowledge is a very effective aid as the pre-training
knowledge for the machine learning model. This is where the
“human-in-the-loop” term was introduced. Human-in-the-loop
(HITL) is the concept of integrating human knowledge and
experience into machine learning(ML) in order to improve
the accuracy of the prediction using the minimum cost. In
addition, HITL processes can reduce error and bias in machine



outputs, as humans can verify the results and provide feedback
during learning processes to ensure the validity of the outputs
[13]. A great number of research on HITL have been published
and the trend is increasing every year [6]. HITL in the ML
concept is being used in various systems including security
systems such as fraudulent information filtering and authenti-
cation attack detection [14], [15]. Moreover, the enhancement
of performance is seen in most of the models using HITL
[6] which can indicate the effectiveness of human teaching
performance on the machine learning results.

The combination of adversarial attacks with HITL ap-
proaches is a relatively new and challenging area for devel-
oping machine learning-based attack models. Therefore, we
focus on applying HITL technique to the attacking model in
order to improve the performance and validity of the attack to
evade the detection system while also avoiding being detected
by human experts evaluation.

III. PROPOSED METHOD
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Fig. 1. The flowchart of how the system works

The proposed system workflow of this study is illustrated
in Fig. 1. Firstly, we input original attack traffic into the
adversarial traffic generator, producing mutated traffic as an
output. We decided to use the Traffic Manipulator tool as
the adversarial traffic generator. Traffic Manipulator generates
adversarial examples from the original attack traffic assuming
that an adversary has no internal information of the detection
model. This tool uses the Particle Swarm Optimization (PSO)
algorithm to search for approximate solutions in the high-
dimensional discrete traffic space. The Traffic Manipulator
generates the crafted packets, alters the interarrival time,
protocol layer, and payload size of the crafted packets, and
adds them to the original malicious traffic to create the mutated
traffic. The features extracted from the mutated traffic by the
extractor will be as similar as possible to the target feature set.
The output of this tool is the mutated traffic, which imitates
the normal traffic to bypass the anomaly detection model.

However, the Traffic Manipulator has some limitations.
The protocols of the crafted packets are randomly chosen
from the existing protocol layer of the original packets. The

payload of the crafted packets is added randomly without
considering the layout and protocol of the packet. Since the
crafted packets added to the original traffic are generated with
random protocols and random payload, most of the crafted
packets added to the traffic are invalid packets. Although the
attack of the mutated traffic may be able to bypass through the
anomaly detection model, it might still be detected by human
experts. In Fig. 2, the crafted packet has an error related to
the invalid payload length. This error makes the crafted packet
easily detectable by human experts. Therefore, we modified
the Traffic Manipulator code to increase the practicability by
letting the offensive cybersecurity expert input the probability
of the protocol they focus on when adding the crafted packets.
The protocols available are TCP, UDP, ICMP, IP, IPv6, ARP,
and Ethernet.

We also added some code to categorize the original packets
according to the protocol into lists and keep them as the
template for the crafted packets. Lastly, we added the code
so that the tool will randomly choose a template from the
list according to the input protocol to create crafted packets
instead of generating packets and payloads randomly. After
some modifications, the crafted packets no longer appear with
error warnings, making mutated malicious traffic more difficult
for human experts to detect.

Then, we let the defensive cybersecurity expert evaluate the
mutated traffic generated by the adversarial traffic generator.
The experts check if there is any error warnings or strange
packets that is visible to their eyes. If there are malformed
packets, the offensive cybersecurity expert will notify the
adversarial traffic generator to regenerate the mutated traffic. In
this process, the offensive cybersecurity expert might change
the probability of the protocol to adjust the outcome traffic.
However, if no error is detected, the mutated traffic will be
extracted into features.

The traffic needs to be extracted for testing the performance
of the attack. The mutated traffic will be used as the input
of the detection model to see the number of attacks detected
compared to the original traffic. However, while the detection
model needs the features in the form of a CSV file as input,
the output of the Traffic Manipulator is in the form of a PCAP
file. Therefore, we use CICflowmeter to extract the necessary
features from mutated traffic PCAP files and convert them
to CSV files. We then use the features of the CSV file to
perform the data preprocessing. We preprocess the extracted
mutated traffic by removing the rows containing "NaN” or
“infinity” values, as well as excluding the columns containing
solely zeros and non-numerical data. Then, we drop some
features to match the input features of the detection model.
The preprocessed mutated traffic is used as an input of the
anomaly detection model.

We use the detection model that we trained from the
CICIDS2017 dataset to test whether the method of generat-
ing adversarial crafted traffic decreases the chance of being
detected by the anomaly detector. We preprocess the dataset,
perform feature importance calculations, and identify highly
correlated pairs to select the features used for training. The
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Fig. 2. Mutated traffic before and after modifying Traffic Manipulator

highlighted features in Fig. 3 are those selected for use.
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Fig. 3. Features in the CICIDS2017 dataset where the highlighted are selected
features

We used 3 detection models: the Deep Neural Network
(DNN) model, the Random Forest model, and the Support
Vector Machine (SVM) model. The reason we decided to use
these models is that we wanted to test the performance of
the attack on both the neural network model and the classical
models. The output of the detection model is the classification
result if the records are classified as abnormal or benign.

In our study, human experts contribute to improving the
performance of the system. Firstly, the expert will be in the
process of modifying the Traffic Manipulator tool to guarantee
that the content of the crafted packets is according to the
protocol and that the crafted packets will not be invalid. The
expert will determine the probability of protocol for the crafted
packets corresponding to each type of attack, as each type
requires a specific combination of protocols. Lastly, the expert
will check through the packets of a mutated traffic PCAP file
generated by the Traffic Manipulator to see if the traffic looks
normal or not. The experts in our study must be the offensive
or defensive cybersecurity experts who specialize in network
security.

IV. EVALUATION METRICS

The behavior of the mutated traffic detected by the detection
system will be categorized into normal and abnormal behavior.

If the behavior invalidates the network traffic features, it will
be labeled as abnormal.

In this study, we use the attack-detected rate, which is the
rate of attack records detected compared to the total attack
records in the original traffic, as the measurement to evaluate
the performance of our model. If the attack-detected rate of
mutated traffic is lower than the attack-detected rate of the
original traffic, it can be interpreted as our model successfully
mimicking normal traffic behavior and evading the detection
system. The attack-detected rate can be written as Equation 1:

ey

where 7 is attack-detected rate; p is predicted attack count and
t is total attack count.

r=" 100
¢

V. EXPERIMENT RESULTS

This section initializes testing phase of the detection models
and presents the results of testing the modified Traffic Manip-
ulator tool against these models.

A. Initial test of the detection models

We assess the performance of the detection models using
unmodified datasets to validate their effectiveness, demon-
strating the capabilities of Random Forest, SVM, and DNN
models. Firstly, we trained and tested the Random Forest
model, achieving an accuracy of 0.999, a precision of 0.999,
a recall of 0.990, and an fl-score of 0.999.

Next, we trained and tested the SVM model, achieving an
accuracy of 0.954, a precision of 0.955, a recall of 0.954, and
an fl-score of 0.954.

Finally, we trained and tested the Deep Neural Network
(DNN) model, achieving an accuracy of 0.989, a precision of
0.984, a recall of 0.994, and an f1-score of 0.989.

Judging from the various metrics, the Random Forest model
outperformed the other models, followed by the Deep Neural
Network and then the SVM.

B. Testing the effect of the probability of protocol proportion
to output of the Traffic Manipulator

The output of the Traffic Manipulator tool is tested using
the detection models. Given that the models have already



demonstrated strong performance, as indicated in Section
A. We evaluated the tool’s effectiveness by comparing the
predicted labels from the detection models for both the original
data and the tool’s output, categorized by attack type. The
paper of Traffic Manipulator primarily focused on pattern-
based attacks so we picked DoS Goldeneye for verification.
To expand our research, we also tested two protocol-based
attacks: SQL Injection and Heartbleed. The objective is to
determine the best probability of protocol proportion for each
attack type.

For the DoS Goldeneye attack, there are 5,148 records
in the original traffic dataset. From the original traffic, the
DNN detection model predicts 1,743 attack records (33.86%
of the original traffic), the Random Forest model predicts 2,789
attack records (54.18% of the original traffic), and the SVM
predicts 639 attack records (12.41% of the original traffic).

In Tablel, the best probability of protocol proportion for the
DNN model is 70% TCP, 15% UDP, and 15% IP, with 444
attack records predicted (8.62% of the original traffic). For
the Random Forest model and SVM model, the best protocol
proportion is 34% TCP, 33% UDP, and 33% IP. The Random
Forest model predicts 246 attack records (4.78% of the original
traffic), while the SVM predicts 463 attack records (8.99% of
the original traffic).

In conclusion, the results indicate that the mutated traffic
from the Traffic Manipulator can evade the detection models
effectively compared to original traffic.

For the SQL Injection attack, there are 21 records in the
original traffic dataset. From this traffic, the DNN detection
model predicts 64 attack records (304% of the original traffic),
the Random Forest model predicts 6 attack records (28.57% of
the original traffic), and the SVM predicts 205 attack records
(976% of the original traffic).

In Table2, for the DNN detection model, there are mul-
tiple best combinations, each resulting in 56 predicted attack
records (266% of the original traffic). However, the probability
of protocol proportion appears to be insignificant for the
Random Forest model where the number of attack records
detected in the mutated traffic remains unchanged compared to
the original traffic. For the SVM model, the best combination
is 25% UDP, 25% IP, and 50% ARP, reducing the predicted
attack records to 109 (519% of the original traffic).

In summary, while the Traffic Manipulator can mutate SQL
Injection traffic and evade detection models, it is less effective
compared to its performance with DoS Goldeneye.

For the Heartbleed attack, there are 11 records in the original
traffic dataset. From this traffic, the DNN detection model
predicts 462 attack records (4200% of the original traffic), the
Random Forest model predicts 31 attack records (281.81% of
the original traffic), and the SVM predicts 2,114 attack records
(19218.18% of the original traffic).

In Table3, the best protocol proportion combination for both
the DNN and Random Forest models is 15% TCP, 15% UDP,
and 70% IP, with the DNN predicting 859 attack records
(7809.09% of the original traffic) and the Random Forest
predicting 23 attack records (209% of the original traffic). For

the SVM, the best combination is 50% TCP, 25% UDP, and
25% 1P, with 1,142 attack records predicted (10381.81% of
the original traffic).

Aside from the DNN, the number of predicted attack records
in the mutated traffic is reduced compared to the original.

The number of attacks predicted by the models for SQL
Injection and Heartbleed exceeds the number of traffic records
in the original dataset. This may be due to the limited number
of attack records for certain attack types in the training set.
The distribution of attack records in the CICIDS2017 dataset
is unbalanced, with only a small number of records for some
attack types, such as SQL Injection and Heartbleed, and a
larger number of records for others, like DoS attacks. This
imbalance leads to poor model performance for certain types
of attacks.

VI. CONCLUSION

In the field of offensive cybersecurity, autonomous attack
generators are designed to evade detection by machine learning
models. Despite this, human experts are often capable of
identifying anomalies in the generated traffic. Our goal is to
develop a model which generates attacks that simulate normal
traffic behavior, incorporating human assistance to enhance its
performance.

The original tool struggles because its crafted packets are
easily spotted by humans. On the contrary, our improved
model uses original traffic content to create more convincing
packets, thereby reducing detectability by human observers.
Additionally, our model allows experts to adjust the probability
of different protocol proportions of the mutated packets.

The model is evaluated using the CICIDS2017 dataset,
employing Random Forest, SVM, and DNN detection models.
The testing process starts with our adversarial traffic generator
mutating the original traffic into a mutated traffic. This mutated
traffic is then assessed against the detection models, which
have been trained on the dataset, to determine whether the
traffic is classified as an attack. We measure the model’s per-
formance based on the attack-detected rate written in Equation
1.

Our test results indicate that the output from our adversarial
traffic generator no longer contains invalid packets detectable
by experts, unlike the original version. Our adversarial traffic
generator demonstrates a success in evading detection models
for pattern-based attacks, as evidenced by the reduction in
detection rates. For the DNN model, the attack-detected rate
reduces from 33.86% to 8.62%. For the Random Forest model,
the attack-detected rate reduces from 54.18% to 4.78% and for
the SVM model, the attack-detected rate reduces from 12.41%
to 8.99%. However, it is less effective against command-
based attacks. Moreover, with expert involvement in tuning
the probability protocols proportion, the performance of our
adversarial traffic generator can be further improved.
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Random Forest 15 15 0 70 0 0 0 31 23
SVM 50 25 0 25 0 0 0 2114 1142
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