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Abstract—Maximizing energy efficiency (EE) in Multiple-Input
Single-Output (MISO) downlink networks employing Quadra-
ture Rate-Splitting Multiple Access (Q-RSMA) is a challenging
task due to the non-convex optimization problem involving power
allocations, beamforming vectors, and rate allocations under mul-
tiple constraints. In this paper, we propose a Deep Reinforcement
Learning (DRL) framework based on the Deep Deterministic
Policy Gradient (DDPG) algorithm to maximize EE. We handle
the minimum rate constraints by formulating the rate alloca-
tion as a linear programming (LP) problem, which allows for
a computationally efficient solution. The beamforming vector
normalization is clarified to ensure the unit norm constraints
are satisfied. Simulation results demonstrate the effectiveness of
the proposed approach in achieving high EE while satisfying all
system constraints.

Index Terms—Energy efficiency, Quadrature Rate-Splitting
Multiple Access, Deep Reinforcement Learning, DDPG, MISO
downlink networks.

I. INTRODUCTION

The demand for high data rates and energy-efficient commu-
nication has driven the exploration of advanced multiple access
schemes to address the challenges of spectral scarcity and in-
creasing user density in modern wireless networks [1]. Among
these schemes, Quadrature Rate-Splitting Multiple Access (Q-
RSMA) has emerged as a cutting-edge technique that capital-
izes on the quadrature components of the signal to enable
the simultaneous transmission of both common and private
messages [2]. By exploiting this dual signal representation, Q-
RSMA achieves improved spectrum utilization and enhanced

interference management, making it a strong candidate for
next-generation wireless communication systems, including
6G networks.

In the context of MISO (multiple-input single-output) down-
link networks, the adoption of Q-RSMA necessitates so-
phisticated resource allocation strategies to maximize energy
efficiency while satisfying key operational constraints. These
include a stringent total power budget, minimum rate guaran-
tees for each user, and effective interference suppression. The
optimization of power allocations, beamforming vectors, and
rate allocations collectively forms a highly coupled and non-
convex problem, which is further exacerbated by the dynamic
and heterogeneous nature of wireless environments. [3].

Traditional optimization techniques, such as iterative algo-
rithms or convex approximation methods, often struggle to de-
liver real-time solutions due to their computational complexity
and reliance on accurate channel state information (CSI). This
motivates the adoption of machine learning-based approaches,
particularly Deep Reinforcement Learning (DRL), which has
demonstrated remarkable potential in solving complex, non-
convex optimization problems in wireless networks [4], [5].

In this work, we introduce a DRL-based framework leverag-
ing the Deep Deterministic Policy Gradient (DDPG) algorithm
to optimize energy efficiency in Q-RSMA-enabled MISO
downlink networks. The DDPG algorithm, an actor-critic
method tailored for continuous action spaces, is particularly
well-suited for the joint optimization of beamforming and
power allocation. By training the DRL agent in a simu-



lated environment, we enable it to learn an efficient policy
that dynamically adapts to varying channel conditions and
user requirements [6], [7]. This approach not only reduces
computational overhead but also enhances the scalability and
adaptability of Q-RSMA systems in practical deployments.

Our proposed framework is validated through extensive sim-
ulations that evaluate its performance under realistic scenar-
ios, including imperfect CSI, user mobility, and interference-
limited conditions. The results demonstrate significant gains
in energy efficiency compared to conventional optimization
techniques and other multiple access schemes, highlighting
the viability of integrating DRL with Q-RSMA to meet the
demands of future wireless networks.

II. SYSTEM MODEL

We consider a downlink communication system where a
base station (BS) equipped with M antennas serves N single-
antenna users using Q-RSMA.

A. Signal Model

The transmitted signal x € CMx!

is given by:

N
X = Vpo%{wcsc} +J Z pn% {Wnsn} , (D
n=1

where s, is the common message symbol with E[|s.|?] = 1,
sy, is the private message symbol for user n with E[|s,,|?] = 1,
w, € CM*1 is the beamforming vector for the common
message, w,, € CM*! is the beamforming vector for the
private message of user n. Beside, pg is the power allocated
to the common message and p,, is the power allocated to the
private message of user n.

B. Received Signal

The received signal at user n is:

Yn = \/]Tog}%{hTIL_IWCSC} +JvVPnS {hgwnsn} + 2, (2

where h,, € CM*1 is the channel vector between the BS and
user n, and 2z, ~ CN(0,0?) is the additive white Gaussian
noise. Due to the orthogonality of the in-phase and quadrature
components, when decoding the common message, there is no
interference from the private messages.

III. PROBLEM FORMULATION

Our goal is to maximize the energy efficiency (EE) defined
as the ratio of the total achievable rate to the total power
consumption.

A. Achievable Rates

1) Common Message Rate: The Signal-to-Noise Ratio
(SNR) for the common message at user n is:
_ p0|hrlj WC|2
Y0,n 0_2/2

The achievable rate for the common message at user n is:

3)

B
Ry = 5 log, (1 +70,n) - 4

The common message rate is determined by the worst-case
user:

Ry = min Ry ,. (®)]

2) Private Message Rates: The Signal-to-Interference-plus-
Noise Ratio (SINR) for the private message at user n is:

P b W, |?
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The achievable rate for the private message at user n is:
B
R, = 0l logy (1 4+ ) - @)
3) Total Rate for User n: Each user’s total rate is:

RE,?tal - RSI}ZC + R’m (8)

where Rgl}ff is the portion of the common message rate
allocated to user n.
B. Optimization Problem

We formulate the optimization problem as:

N alloc
R R,
max n= Zn:l ( 0,n + ) (9)
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n=1
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IV. PROPOSED DRL SOLUTION

To solve the optimization problem in (9)—(14), we propose a
DRL framework using the DDPG algorithm. The DRL agent
learns to make decisions on power allocation, beamforming
design, and rate allocation.

A. DDPG Algorithm

DDPG is suitable for high-dimensional continuous action
spaces. It consists of actor and critic networks that are updated
using sampled policy gradients.

1) State and Action Spaces:

o State Space S: The state s; includes the real and
imaginary parts of the channel vectors:

st = [Re(H), Im(H)], (15)
where H = [hy, hy, ... hy].
o Action Space A: The action a; includes:
a; = [po, {pn}, vec(w,), {vec(w,)}, {Rgl}ff}] . (16)



2) Reward Function: The reward is designed to maximize
energy efficiency:

N
D (RO + Ba)
= 5 .
Po + Zn:l Pn + Pcircuit
B. Action Post-Processing for Constraint Satisfaction

Tt =T (17

After the agent outputs an action a;, we apply post-
processing to ensure all constraints are satisfied.

Proposition IV.1. Given any beamforming vector w € CM*1
w

the normalized beamforming vector Wyppy = ——————————
max {||wl|, 1}

satisfies the unit norm constraint ||Wyoml < 1.

Proof. If ||w]| < 1, then Wyorm = W, 80 ||[Wyom|| = [|[W]| < 1.
w
If [|w] > 1, then Wyorm = m, SO || Wrhom|| = 1.
Therefore, in both cases, ||[Wyom|| < 1. [ ]

Proposition IV.2. To satisfy the minimum rate constraints, the
common rate allocations {RS{Z;;C} can be obtained by solving
the following linear programming (LP) problem:

N

max Ralloc (18)
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N
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R > RM™ — R,,, Vn (20)
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Proof. The LP aims to maximize the total allocated common
rate while ensuring (i) the total allocated common rate does not
exceed Ry; (ii) each user meets the minimum rate requirement
Rﬂi“; and (iii) allocated rates are non-negative.

Since R,, and Rg‘i“ are constants in this LP, the problem is
linear and can be efficiently solved. ]

We propose to use traditional water-filling algorithm for rate
allocation due to its simplicity and effectiveness. The water-
filling method is well-known for allocating power or rates
optimally under certain conditions. We initially set R to
0 for all users as starting values. For each user n, we compute
the deficit between the minimum required rate and the private
rate:

D, = Ry™ — R,

Note that users with D,, < 0 do not need additional common
rate allocation to meet the minimum rate requirement. To
allocate the common rate R, efficiently among users using
the water-filling principle, we set water level A such that:

> max(0,A—Dy) = Ry (23)
7L€N+

(22)

where N is the set of users with D,, > 0. Then, for each

user n € Ny, specify the amount of allocated rate as:
Ry = max (0, A — Dy,) 24)

and adjust A\ accordingly if the sum of allocated rates exceeds
Ry.

Algorithm 1: DDPG Algorithm with Action Post-
Processing

1 Initialize actor network p(s|6*) and critic network
Q(s,a|0%) with random weights

2 Initialize target networks o1« or, 99 99

3 Initialize replay buffer D

4 for episode =1 to M do

5 Initialize a random process N for action
exploration
6 Receive initial state s;
7 fort=1t T do
8 Select action a; = ju(s¢|0") + N;
9 Adjust power allocations to satisfy total power
constraint (12)
10 Normalize beamforming vectors using
Proposition IV.1
11 Compute achievable rates R,,, Ry
12 Use water-filling algorithm to obtain R{'s¢
13 Apply action a; to the environment
14 Observe reward r; and next state sy
15 Store transition (s¢, as, r¢, S¢11) in D
16 Sample a minibatch from D
17 Update critic by minimizing loss:
18 L= % Zz’;l (yz — Q(si7ai|9Q))2 ,
v where y; = 7i +YQ(si41, p(si1110")[09)
20 Update actor using policy gradient:
21 Voud =
1 D
D Zi:l an(Sa a|9Q)|s¢,a:u(si)v9“u(si‘0#)
22 Update target networks:
2 04— 7O 4 (1 — 7)0
24 09 «— 769 + (1 — 7)Y
25 Update state s; <— S¢41
26 end
27 end

C. Algorithm

The overall algorithm is summarized in Algorithm 1. The
presented algorithm is a modified Deep Deterministic Pol-
icy Gradient (DDPG) framework tailored for environments
requiring power and beamforming optimizations. It begins
by initializing the actor and critic networks, as well as their
target counterparts, and employs a replay buffer for experience
storage. During each episode, actions are selected using the
actor network with added noise for exploration, followed by
post-processing steps to meet power constraints and normalize
beamforming vectors. Achievable rates are computed, and a
water-filling algorithm is used for resource allocation. The al-
gorithm stores transitions, updates the critic using a temporal-
difference loss, and refines the actor via policy gradient. Target
networks are updated using soft updates to ensure stable
learning. These enhancements enable effective policy learning
in scenarios with strict constraints on resource allocation.



V. CONCLUSION

We proposed a DRL framework using the DDPG algorithm
to maximize energy efficiency in Q-RSMA MISO downlink
networks. By formulating the rate allocation as a linear pro-
gramming problem and normalizing the beamforming vectors,
we ensure all constraints are satisfied without iterative adjust-
ments. The proposed method efficiently solves the original
optimization problem and is suitable for practical implemen-
tations.
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